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Use of Residual Redundancy in- the
Design of Joint Source/Channel Coders

Khalid Sayood, Member, IEEE, and Jay C. Borkenhagen, Member, IEEE

Abstract— The need to transmit large amounts of data over
a band-limited channel has led to the development of various
data compression schemes. Many of these schemes function by
attempting to remove redundancy from the data stream. An
unwanted side-effect of this approach is to make the information
transfer process more vulnerable to channel noise. Efforts at pro-
tecting against errors involve the reinsertion of redundancy and
an increase in bandwidth requirements. We present a technique
for providing error protection without the additional overhead
required for channel coding. We start from the premise that,
during source coder design, for the sake of simplicity or due
to imperfect knowledge, assumptions have to be made about
the source which are often incorrect. This results in residual
redundancy at the output of the source coder. The residual
redundancy can then be used to provide error protection in much
the same way as the insertion of redundancy in convolutional
coding provides error protection. In this paper we develop an
approach for utilizing this redundancy. To show the validity of
this approach, we apply it to image coding using DPCM, and
obtain substantial performance gains, both in terms of objective
as well as subjective measures.

I. INTRODUCTION

HE utilization of redundancy removal techniques is mo-

tivated by the need for more efficient channel utilization
for data transmission and reduced memory requirements for
data storage. The source coder removes redundancy from the
data, and this redundancy is later reinserted at the receiver.
The design of the source coder is, in general, based solely
on the source statistics. The removal of redundancy makes
the transmitted data especially vulnerable to channel noise. To
combat the effect of channel noise, channel coding is used,
which entails the controlled insertion of redundancy into the
transmitted data [1]. The channel coding procedures are de-
signed without any reference to the source characteristics. This
approach is justified in some sense by an important result of
Shannon [2] which shows that the source and channel coding
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operations can be separated without any loss of optimality.
However, in Shannon's work there is no constraint on the
complexity of the coders involved. In practical systems, where
there are limits on complexity, this separation may not be
possible [3].

Shannon showed that for systems transmitting at a rate
below the capacity of the channel, essentially error-free trans-
mission can be attained. If the link between the source coder
and decoder is error-free, there is no need for the effect
of errors to be taken into account in the design of the
source coder/decoder pair since there are no errors. However,
most communication links are not error-free, and the effect
of these errors has to be studied and if possible mitigated.
Modestino, Daut, and Vickers [4] in their study of transform
coding of images for transmission over noisy channels have
shown that for moderate input signal-to-noise ratios, the use
of a greater average number of bits per coefficient actually
degrades the performance of the system, and reduces the output
signal-to-noise ratio. To combat this effect, they examine
tradeoffs between allocating bits for source or channel coding.
Comstock and Gibson [5] extend this work and provide an
explicit mechanism for allocating bits between the source
coder and a Hamming channel coder. A similar situation is
evident for DPCM systems. As can be seen from Fig. 1,
while the higher rate DPCM system performs better under
relatively noiseless conditions, its performance drops below
that of the lower rate system under noisier conditions. Thus,
under very noisy channel conditions, the DPCM system that
provides the lowest source coding distortion turns out to have
the highest overall distortion. Chang and Donaidson [6] present
an analysis of the DPCM system operating under noisy channel
conditions. Examining the case where no separate channel
coding is being used, they demonstrate the usefulness of
incorporating both channel and source statistics in the design
of the source coder.

It seems clear from the above that there is a need to consider
the effect of channel errors when designing source coders. An
early effort in this direction was the difference detection and
correction scheme of Steele, Goodman, and McGonegal [7],
(8] for broadcast-quality speech. In this scheme the receiver
infers an error has occurred whenever an individual sample-
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difficult to analyze unless several simplifying assumptions are
made about the quantizer input and the quantization noise.
This is usually the strategy followed, with the quantizer being
viewed as a source of additive white noise [20]. (It should be
noted that this assumption is incorrect ([21]-[23]), however,
its use simplifies the analysis which in turn provides useful
insight into the workings of the overall system). Second, while
the predictor design is based on a model for the source, this
model might not be (and usually is not) matched to the source.
This results in some residual correlation in the DPCM output,
especially at low bit rates. However, most analyses which take
into account the source model are based on the assumption that
the model accurately represents the source.

In this section we study DPCM systems designed under
the assumption that the source is an autoregressive process
of unknown order. The predictor design is based on this
assumption of an autoregressive source. However, as the order
of the source process is unknown, the predictor may still be
mismatched to the source. By mismatch we mean that the
order of the process and hence the predictor coefficients are
different from the autoregressive coefficients of the source.

First we will develop some results for the DPCM system
without the quantizer in the feedback loop. The motivation
for this is the same as the fine quantization assumption used
by McDonald [25] and others; namely, simplicity. Without
the quantizer in the loop, the DPCM encoder becomes a
simple linear filter and consequently easy to analyze. Later, the
quantizer will be introduced into the feedback loop, and using
the results derived for the quantizerless system, the statistical
structure of the encoder output will be studied.

The source is assumed to be an autoregressive process of
order M, generated according to the difference equation

M
z(n) =Y _aiz(n i) +¢(n) 1)
i=1 :

where ¢, is a zero-mean white sequence with variance o?.
The following relationships can easily be obtained for the
quantizerless system. If in the design of the DPCM system
the source is assumed to be an autoregressive process of order
N, the predictor output is given by

N
{n|n-1)= Zbiz(n—i). )

=1
The prediction error e(n) is given by
e(n) = z(n) — z(n|n-1). 3)

If N is equal to M, and b, is equal to a; for all i, then, of
course,

e(n) = e(n). O]

We have assumed our source to be an autoregressive process
of order M. Such a process can be viewed as the output of a
linear filter driven by white noise. Let H;(z) be the z-domain
transfer function of a discrete time linear filter such that

Hi(z) .

=——y &)
1-%d a2
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Then, mixing operator and time domain notation,
z(n) = Hie(n). ©)

Similarly, defining H»(z) as
N .
Hy(z)=1- Zb,—z_'
i=1

e(n) = Hyz(n). )

Substituting the expression for z{n) from (6)

e(n) = HyHie(n) 8
where
1- Zf\zl biz™
Hy(2)Hi(z) = TSN &)
Therefore,

M N
e(n) = Z ae(n —1) — Z bie(n — 1) + €(n) (10)
i=1 i=1

and e(n) is an ARMA (M, N) process. Notice that if M = N
and a; = b; for all i, then

Hy(2)H,(z) =1 (11)
and again

e(n) = e(n).

If the quantizer is now introduced into the loop, the pre-
diction, and hence the prediction error, becomes contaminated
by the quantization noise. For this situation, we obtain the
following analogs of (2) and (3). The predictor output is given
by

M
#(nln—1) =Y bii(n - i)

(12)
i=1
and the contaminated prediction error é(n) is given by
é(n) =z(n) —#(n|n-1). (13)

Using an additive noise model for the quantizer, we can write

the output of the quantizer é(n) as
é(n) = é(n) + q(n) (14)

where g(n) is the quantization noise. The output of the DPCM
receiver (and the input to the predictor) £(n) is given by

#(n) = &(n|n — 1) + é(n). (15)
Substituting the expression for é(n) from (14)
#(n) = #(nln — 1) + &(n) + g(n). (16)
Then using (13)
#(n) = z(n) + q(n) (a7

LY
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As a first step towards this objective, we use the definition
of conditional probability to write L as

L P[o,- = a;,0i_1 = am,b; = a,,]

P[ei—l = am,b; = an] (25)

This can be rewritten as (26) shown below. In (26),
P[6;-1 = a,,] appears both in the numerator and the
denominator and can therefore be canceled. Also, assuming
a memoryless channel, and using conditional independence,

Plbi=anl6 =0y, 6i = o] = Pl =anlb: = o).
27
L thus becomes

P[é, =an|9i=a,-]P[€,'=aj|0,-_1 Z‘-Qm]
L=

P[é, =aplbi-1 = am] @9)

The numerator of L is now in terms of the transition
probabilities of the source encoder and the channel transition
probabilities. To obtain the denominator of L in the same form
we make the following claim.

Claim:

P[éi =qa, |01 = am}
=S (P = aniti= | Plo. = a]6s = aml}. (29
{

Proof of Claim: Let

D= Z {P[é, =a,|8 = al]P[B, =a;|6i-1 = am]}
!

(30)
. . Plfi=.6i = am]
—Z{P[Q,_anwl—az] P61 = an) }
3D
S S
- P61 = an]

S {Plh = anlli = ] Plbios = am b= el (32)

!

Assuming a memoryless channel,

P[é,» = an |6 = a;] = P[é,» = an|bi = ap, by = am].
(33)
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Therefore,

1
D= ————
Pl6;_y =am];

. {P[9¢—1 = am,0; = ))Plb; = an |6 = a1, 0i_1 = am]}
1

= }—)[T‘__—l-:—a—m];P[éi =an,0i_1 = ap,0; = az]

P[é,- = ay,,fi_1 = am]
Pli_1 = am]

(34)

which by the definition of conditional probability proves the
claim.
Thus, the L(j,m,n) metric can finally be written as

P[é,- = an |6 = aj]P[oi =0, |fio1 = 0m)

Ty {P[éi = an |6 = a,]P[o.- = a1 |8i = am]
(35)

L

(alternate derivations can be found in [27], [28]).
If we examine the expression for L we notice that it is made
up of two sets of conditional probabilities

N
jm=1,---,N

P[é)i:aJléi:an], jin=1,--- and

P[G, = Qj |0,'_1 = am], (36)
where N is the size of the source coder output alphabet. Thus,
to obtain L we need to estimate 2N? quantities. For most data
compression systems this number is usually quite small. The
estimation of these quantities was clearly not a large burden
on the two-, three-, and four-bit DPCM systems we studied
where 2N2 was 32, 128, and 512, respectively. Notice that
the first set of conditional probabilities depends only on the
channel statistics, and the second set of transition probabilities
depends only on the source coder and source statistics. If we
assume a binary symmetric model for our channel, then given
the binary code used over the channel and an estimate of the
channel probability of error, it is a simple task to obtain the
first set of transition probabilities. To obtain the second set of
transition probabilities, we found it most convenient to use a
training sequence. The use of a training sequence raises the
question of how robust this approach will be if the training
sequence is not exactly similar to the test sequence. Our results
in the next section show that the approach is reasonably robust
in terms of differences between training and test sequences.

IV. RESuLTS

We simulated the proposed approach using differential PCM
(DPCM) as our test system. It should be emphasized that

i1 = am] Pl6s = ;1621 = ] Pléios = am]

i = aj»
P[éi

=an|ic1 = am]P[ei—l = am|

(26)
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Fig. 7. Two- and three-bit proposed system performance in the presence of
channel noise.

dictor coefficient is 0.778625. Notice the large improvement
in the noisy channel performance over the previous figure.
While the performance improvement with the JSCD is still
on the order of 3 dB, the absolute value of the signal-to-
noise ratio is such as to make the system feasible at relatively
high probabilities of error. Figs. 5 and 6 repeat the results of
the previous figure except the two-bit quantizer is replaced
by three and four-bit quantizers, respectively. Notice that the
performance improvements are in the range of 6-8 dB. The
results are especially striking in the four-bit case where the
use of the joint source/channel decoder improves the signal-
to-noise ratio of the RDPCM system by about 8 dB at high
probability of error. The improvement of the RDPCM system
with the JSCD over the DPCM system is about 16 dB!

Because of the improvement in noisy channel performance
obtained by using the Chang and Donaldson predictor, we
have incorporated that into our design, and from now on when
we mention the proposed system we mean a DPCM system
with a 1 tap Chang and Donaldson predictor and the JSCD
in front of the source decoder. The performance of the two-
and three-bit proposed system is shown in Fig. 7. In some
ways this is the most interesting of all the graphs. Notice
that contrary to the classical DPCM system behavior shown
in Fig. 1, the three-bit DPCM+JSCD consistently outperforms
the two-bit system. Thus, the paradoxical situation of getting
poorer performance for a higher rate no longer exists. Also the
performance curves remain relatively flat, which is in marked
contrast to the performance shown in Fig. 1. This indicates
a more graceful degradation in performance as the channel
becomes noisier.

While the objective performance of the proposed system
(in terms of signal-to-noise ratio) is impressive, the final
arbiter for any image coding scheme has to be the human
eye. Figs. 8—10 present images coded using DPCM and the
proposed system and transmitted over channels with different
probability of error. Fig. 8 contains the test results for a two-
bit system, while Figs. 9 and 10 contain results for three-
and four-bit systems, respectively. In each case the image
labeled “(a)” is DPCM coded with a channel probability of
error of 0.02, while the image labeled “(b)” is coded with the
proposed system under the same channel condition. The image
labeled “(c)” is DPCM coded with a channel probability of
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@ (b)

@

Fig. 8. U.S.C. GIRL image coded at two bits per pixel (a) using DPCM with
channel error probability of 0.02, (b) using the proposed system with channel
error probability of 0.02, (c) using DPCM with channel error probability of
0.1, (d) using the proposed system with channel error probability of 0.1.

© ()

Fig. 9. U.S.C. GIRL image coded at three bits per pixel (a) using DPCM
with channel error probability of 0.02, (b) using the proposed system with
channel error probability of 0.02, (c) using DPCM with channel error
probability of 0.1, (d) using the proposed system with channel error probability
of 0.1.

error of 0.10, while the image labeled “(d)” is coded with the
proposed system, with a channel probability of error of 0.10.
The improvement in the perceptual quality of the images is
truly striking, especially in the case of the channel with 0.10
probability of error. In this case the DPCM coded image is
reduced to a nearly indistinguishable blur, while the image
coded with the proposed system is reasonably clean. This is
especially encouraging as it means that even for such high
error rates the proposed system makes the channel usable for
image transmission.

Finally, we examine the issue of performance indicators
which could be used by the system designer to get an idea
about the performance improvements available through the
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1. INTRODUCTION

One of Shannon's many fundnmental conlributions wes his result
thet source coding and channel coding can be Lreated seperately wilh-
oul any loss of performance for the overall system [1}. The basic design
procedure is to select o source encoder which changes the source se-
quence inlo a series ofindependent, equelly likely binary digits followed
by a channel encoder which accepts binary digits and puls themn into
a form suitable for reliable transmission over the chennel. However,
the separalion argument no longer holds if cither of the following two
situations occur: 4

i. The input to the soirce decoder is different from the
oulpul of the source encoder, whicl heppens when the
link between the source encoder end source decoder is
no lenger error free, or

ii. when the source enceder output conteins redundency.

Of course, case (i) occurs when the channel coder does nol achieve
2¢10 ctror probability and case {ii) occurs wlhen the sourcs encoder is
suboptimal. These two siluations are common occurrences in practical
systems where souzce or channel models are impetfectly known, coni-
plexity is A serions issue, or significant delay is not tolerable. Various
approeches hinve been developed for such situalions. They are usuelly
grouped under the general hending of joint source/channel coding.

Most of the varions joint source chnnnel coding approaches can
be classified in Lwo mnin calegories; (A) approaches which entail the
modifieation of the source coder/decoder siructure to reduce the effect
of channel errors, andd (B) approaches which examine e distzibution of
bits between the source and clannel coders. The first sel of 2pproaches
can be divided still further into two classes. One class of approaches
examines the modifieation of the overal! structure, while the ollies deals
with the modificalion of the decoding procedure to take advantage of
the redundancy in the oulpul of the source coder.

Te the first class belongs the work of Dunham & Cray
proved the existence of joinl source channel Lrellis coding svetems for
certain fidelity criterin, and a design of a joinl sonrce channel trelljs
coder presented by Ayanoglu and Gray {3), where the design procedure
is the generalized Lloyd algorithin., Further, Massey [4] and Ancheta
[3] showed that for distortionless transinission of the tpurce nsing linear

i2] whe

Joiut source channel encoders, equivalent performance can he oblained
wilh a significant reduction in cowplexity. Chang and Donaldson [5)
propose modificalions lo the DIPCM system to reduce the eflecl of
chennel errors, while Kurtenbnel and Winlz [7]) and Farverdin end
Vaishampayan (g} study the problem of optimum quentizer design for
noisy chennels. Goodmon and Sundberg [9,10] propose an embedded
DPCM system which consists of & two bit DPCM end e two bit PCH
system in peralle].

In the secend class ofeategory A, we include the work of Reininger
end Gibson [11], who use the fact thel coeflicients in neighboring blocks |
ina lrensform coding scheme will not vory greatly, and thus use coefR- ©
cients from neighboring blocks Lo correet a possible error, and the work :
of Steele, Coodmen nnd McGonegal [12,13], whe propose & difference |
delection nnd correction scheme for broadeasl quality speech. In this
scheme the receiver infers nn erior whenever an individual sample to
sample difference js gieoler than the meon squored difference of & 21
sample sliding block. When an error is detected, the received sample
is replaced by the ontput of a sinoothing circuil. Ngen end Steele [14])
use & <imilar method for tecovering (rant crrors in an image Liansmis.
Sayood and Botkenhngen [15,16] nse the redundnncy ol
the sontce coder oulput Lo perforn sequence eslimation.

sion systenn.
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The work of Modestino, Daut and Vickers [17} Lelongs Lo category
B. In their study of transform coding they examine trodeofTs between
ellocating bils for source and channel coding. Comstock and Gibson
(18] extend this werk and provide en explicit mechanisin for ellocating
bits belween a source coder and s Hemming channel coder. Addi-
lionally, Moore and Gibson (18] study the allocation of bits between a
DPCM coder end self orthogonal convolutional coding.

In this paper we presenl  maximum eposterior probability (MAP)
epprosch Lo jeinl source/channel coder design, which belongs Lo cate-
gory A, and hence we explore a technique for designing joinl source/
chennel coders, rather than weys of distributing bits belween source
coders end chennel coders. We assume that Lhe two nonideal siluations
teferzed Lo cerlier sre present. Our approech is as follows. For a
nonideal source coder, we use MAP arguments to design & decoder
which takes advenlage of redundancy in the source coder output lo
perform error correction. Once the decoder is oblained, we analyze
it with the purpose of oblaining “desirable properties”™ of the channel
input sequence for improving overall system perfoninence. We tlien
propose an encoder design which incorporates these pioperties.

2. TEE MAP DESIGN CRITERION

For a discrete memoryless channel (DMC), let the channel inpul
elphoabel be dencled by 4 = {a0.a1,. .., 0021, ), and the :hn.nurl
inputl and cutpul sequences by ¥ = {yo,ui,..., yL-1) and ¥ =
{Po, ... P21}, tespectively. If A = {A:} is the set of srquences
A = {a;‘o,a;_x,...,o;_‘,_l}, aixed, then the optimnm receiver {in
the sense of maximizing the probability of making a correct decision)
meximizes P[C}, where

PlC)= 3" PICIF)PIY).
Ay

Jerry D. Gibison

Departinent of Electrical Engincering
Texas ALM University

College Statinn, TX 77843
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This in turn implies that the oplimum receiver maximizes P[(']).'].
When the receiver selects the oulput to be Ay, then P{C[Y) = P =
A;])-"]. Thus, the optimuin receiver selects the sequence 4, such that

PlY = 4|V} > P[Y = A;|V) V..

Lemima 1

Let y; be the inpul to a DMC. Given y;y,y; is conditicnally inde-
pendent of ya_y, k> 1. I §p = yo then the oplimum receiver sclects n
sequence A; lo meximize HI-"="‘p(y.-|y.--,,§;).
Froof: A

From the preceding result, the receiver tries to maximize P(¥)).
Using the chein rule we can write this 2s

P(}/I}-/) = P(leh"'nylr-llgolgll"'rf/L-l)
= Plyroalye-sYees, oo v, 9000 §21)
P(yL—afyL-a.---.yo.flow--.9:.-1)---?(90]!70.'---f/:.-x)

The last factor on the right hand side (RHS) is equnl Lo one. Using
the assumption of the DMC, we obtain
PYIY) = NS p(yilyios, ). (1
a
The leinina eddresses Lhe siluntion in case (i), i.e., the situetion
in which the soutce coder output (which is also the channel input
sequence) contains redundancy. Using this lennnn, we can design a
decoder whieh will take ndvantage of dependence in e channel inpat

sgence.






3. DECODER DESIGN

The lemma of the previous section provides the mathemntical struc-
Lure for the decoder. The physical structure can be ensily oblained
by examining the quantity to be maximized. The decoder maximizes

P(Y{Y) or equivalently log P(Y]¥), but

log P(Y|V) = 2108 Plyilgiivi-1) (2)

end various solulions exist for the maximization of additive path met-
rics. To implement this decoder we need lo be able to compute the
path metric. This task is considetably cased by Lhe following lennmia.
Lemma 2 Let A be the channel input slphabet and {y;} end {§} be
the input and oulput sequences of 8 DMC. Then

Ply = ejlyicy = om, Ji = aa] =

P(_G. =a,ly = nJ]P[y;' =.a,<['y:-| =_“m] {3)
EI l’[!}. =mlyicy = “m)Plgi = “u].'li = ﬂl]
Proalt See [16].

“I'he expression on the NS af {3}, while it Jooks more complivated,
is aetunlly nomnch more trnetnhle forne of the desited eanditinnal prole
nhility. Note thul this expression is a function of two dislinel svix of
transilion probabilities, the channel tronsition prebabilitics and the
soutce codet outpul Liansition probabilities. As the chanuel Lrnnsition
probabilities depend only on the channel, and the source coder output
transilion probabilities depend only on the source coder and source
probabilities, the lwo sels of transition probabilities can be estimatled
independently. The two can then be combined according to {3) to con-
struct a M x M x M lookup teble for use in decoding. If the source
coder or source changes, the only paramelers lo be modified nre the

soutce coder oulpul transition probabililies. Resulls using a DPCM
soutce coder with an image a3 the source sre presented in Seclion 6.

4. DECODER ANALYSIS

In the previous section we developed & scheme for providing error
correction using the redundency in the channel input sequence, or the
source coder oulput. We Jooked at the design of the decoder given
a source coder or chennel input sequence with some rather general
stolistical properties. In this seclion we examine the teverse problem.
That is, given the decoder obtsined in the previous section we look
for “desired properties” of the channel input sequence and, hence, the
source coder. )

To obtain (he desired properties we need to examine the factors
involved in lhe errer correcting cepability of the decoder. Toward
this end lel us examine the following situation. Referring to Figure 1,
nssume thetl the correct sequence of transmitted codewords is agcgac.
An error occuts if the peth melric for apajce is greater then the peth
mettic of coageg. Assume §, = a, and ¥ = cp. An crror occurs if the,
following quantily is posilive. | 1

log Plin = anlys = 6,)Plys = 65w = ag]
E: Plyy = a1l = a0} Plyy = ﬁnlyx = ey

Pl = colys = 6o Plys = aolys = ;]

f;'}’[s‘ ' ey = 6] P[5 = aolys = /)
Plii = anlyr = co] P31 = solyo = col
21 Plyi = arlye = 0o] P[§1 = aaly1 = )

P[?: =aolys = ac]P[y; =aoly, = ﬂo] (4)
S Plys = ailyi = o) PlPa = aolys = o))

- log

- log

Defining

d;j = Hemmming distance belween o; end o;
g = Py, = orlyiar = (5)

then using (5) and simplifying {4), an error occurs if

L),

( r )’"'ll\

)+log >0 {R)

(s = thuo) log( - +log 22~ 1og
go0

Defining @ = -‘—;1, (6) ean be rewrillen as

I(n _.l..ny'J ]

] oy
+ os %8 T (o in)

(duo — dnj)loge + lcg

‘or

2: iy
5_:. -"'V'O) (8)

|
+1
dno — dnj > —— Toge (logg og

"The left liand side is maximized when =
‘occurs when the number of hil errors,
greater than the gquantity on the LHS of (8} ot

-.l...
(1059;”+ log 22 4 tog LT Lie” . ’) )
Gje Yoj 2_‘," ety 7%

‘The alternative pnth shown in Fignre s only one of possible pnths,
Another longer allernative puth is shown in Figure 2,

n{d,; = 0}. Thus an crror
which in this enxe is o0, is

duo >
log o

In this ense Lthe nnmber of cerors required Lo tnke the allesmnlive path

Yoo )
§ yom

is given by

]
duo > d,o + T (log + log
Yinn

log a
Z"‘ Ta g, 1o
logar }:a"’ﬂg, gs‘n—a..g, (10)

Notlice thal the number of errors required lo tnke a longer incorrect
peth (a poth with mere branches) is larger than for n shorter incorrect
path,
we call the error correction eapnbility [ ns

To mnke our sintements more concrete, we define a parnmeter

=)= H(VulYuor) log M =

1 1
il vonrvy W =01, Ynat = )l
Tog M ;P(y 1 Yn-1 = cx)log Ploe = a1)lgn1 = 1)

=1—-—-~-—Zp y,._c,,y,,_,_a;)log .- (1)
“where M is the size of the channel inpul alphnabet.
rnole the following propertics of /

(1) 7 is & convex cup funclion of the conditional probabilities

{P{valya1)}

(o< I<l.
Further properties of [ are developed in the following lennmas.
Lemma 3:
decoder will not corzect any errors.
Proof:

I is zer0 when

We imniedintely

If T is zeto for o particular channel input sequence, Lhe

1
Zp(yn-yn—l) log — =log M
9

This is true when gn = log ;l7 for all 1, k. Tn Jhic candilion the right
hend side of {9) is zero giving the desired result.
o

Lemana 4: I I is one fot a particular inpul sequence, the decoder
oblains the corrcet sequence with prohability ane.
Proof:

For [ to be one, /1 (yuly.-1) has lo be zero.
ko there exisls an lg such that

t=1l

1,
g = { 0, l#l.

This in turn Tmplies thot there exists some ip such Lhat

This is troe if for each

wan={ o 13
Tims
P = A = { o j n






and the decoder will pick the cotrect sequence with probebilily one.
=]
The above two lemumas provide & reletionship between the value of
7 and Lhe error correcting capobility of the decoder, for the extreme
values of J. To obtain sn jusight into the reletionship for other values
of [ we look sl n simplified version of (8). Assuwmne that the size of the
ehinnnel input alphabel is two, then () simplifies to

~day
! goo 900 gor + @ 711 N
! —— [log = -+ log == 4 lo (———_ )) (12)
o> 1o ( sﬂno 89cu 8 goo + @~ 1010

Noling thol goo = 1 = gi10.901 = } =911, ond for the right hand side
to be positive goo > ; tnd go1 < % we can rewrite {12) as

1
dig > —— (Io
loga

In (13) the larger the right hand side the greater is the erzor correcling

capnabilily of Lhe recciver. The right hand side cen be increased by

decrensing goy below 1 Thus the error correcling copability increnses

as 9oy decrenses l)c]ow § If we exemine J we find thot [ increoses os
T

{13)

Joi ¢lecrenses br]ow liis is because

H{YalYom1) = po ((500) log 7% + gr0log 3% )
+p (chlos-l--#m(l—gm)los,_,_,) (14)

decrerses with goy decrezsing below -,l Thus for this simple example,
an increase in J jueansen increase in the error correcling capeabilily of
the decoder.
5. ENCODER DESIGN

In the previous seclion we oblained desirable properties for the
channe! input/encoder output sequence. In Lhis section we examine
ways of incorporating these desireeble propetlies inlo the encoder. We
wish lo do this without decreasing the redundancy removal capabilily
of Lhe source coder, and if possible, withoul increzsing the transmitted
bit rate. To sce how lo epproach this problem lel us first examine the
source coder for noiseless chennels in some detail

In generel, o source coder consists of two operelions, dala com-
pression and data compaclion {20]. The dala compression operation -

usually consisls of reduncancy removel and involves some loss of infor-
mation. Examples of dele compression schemes 2re DPCM, transform
coding 2nd vector quantizetion. The dala compection schemes are

information preserving. They may result in a varieble rele out. Ex~:
amples include Huffen coding and renlenglh coding. Generally in-

discussions of joint source/channel coder design, Lhe dela compacllon
operations ere not included. The reeson for thisis thet due to the vari-
able rale oulput, Lhe deta compaction schemes are highly vulnerable

to chennel noise end, therefore, are nol considered for noisy channel

spplications. -

A possible way of schieving our objectives is to insert another op-

eration belween the cale compression end deta compection sleps 2s
shown in Figure 3.

To salisfy our cbjeciives, the I eperator should heve Lhe following
propertics,

(2) The IT cpeiator should perform distortionless encoding.
(

b) The 1 operator should increase the error correcling cape-
bility,

(¢) The T operator should nol incrense the bit rale. For the
cree where the dala compncetion scheme isa Hutluian coder,
this is equivalent Lo the comdition that the ouptut entropy
nol he grealer than the inpul entropy.

An example of the Il operntor whicl sntisfies (a} and {h) and which

enn be modified (o satisfy (¢} functions es follows. Lel the input to Il
be selecled from the clphabet

A={co,t1,.... 001},

and let the output elphiebet be denoted by

S= {.'o,:,,...,:,,q_,).

'm:nus r, = ag, and y, 41 = 4y OF s3 means £, = 4.

Then the inpul/output mapping is given by

To =0, Taoy T O = Y S SjN4ie (15)

The effect of Lhe 11 operator is to increase the dislance belween
Alternotive sequences. To sec this, Jel ns construcl a siinple example.
Let A = {ag,n,} and S = {30, 2,45, 33} then

Yo=3g i Fumag oawnd oz, wag,
ya =3y il w, ey oand  r oy T oaa,
Yo =53 il z,=mag and  orL oy Ty,
yaz=3y i wy=ap and w. mag

In this case il Y, = 0, Yag1 cannol be 13 o1 53 heranee y. <
Thus v eleces

seqncnce cannol lave 52 or s3 following sq.
For simplicity let us ignore the Hoffman cader and assign lixed

:lenglh codewords to the s; as

a: 00, 8y 20 st 30, sa 0 1

Now supposc the transmitted sequence was the all zeen seqguence,
the melric nsed was the Hamming dislance, and the reccived sequence
is 00001000000000; that is, thete is an error in the fifth bit. I the
receiver decoded the first fonr bils as sgso then it cannot decode the

Gfth and sixth bits as 33 for thie reason noled nbove. "LIhe only two

options are decoding them as 5o or 5. If we decoded tham ns 5o, we

could continue decoding the rest of the sequence as s530..., and the
Hamming dislance belween the received and decoded scquence would
be one. If we decoded Lhem as 5, we would have lo decode the next
set o{ two bils as 35 or sy because sp cannol follow s4. Decoding es
23 gives the smallest Hnnnmng distance so we decode the seventh and
cighth bit as s3. This gives a tote] Hamming distance of two for the
incorrect path. Thus the receiver will select the correct path {the path
with the smellest Hemming distance).

6. SIMULATION RESULTS

We present the resulls of simulating two diffezenl systems in this

.section. The first sct of resulls werze obteined using a nonideal source
.coder with the decoder proposed in Section 3. The second sel of resulls
. pertain to the system proposed in the previous section. In both cases

the data compression scheme is 8 DPCM system wilh a fixed one tep
piediclor and & nonuniform Lloyd-Max quantizer.

The source for the firsl scl of results is the USCGIRL image.
The soutce coder oulpul transition probebililies were obtained using
& training set. The lraining image wes the USC COUPLE image.
The performance measure was the Peok-signal-lo-noise-1atio {(PSNR)
defined as

1
PSNR(dB) = 10log,, (M)
i=i- &)
where z; is the inpul to the source coder while £; is the oulpnl of the
source decoder. Figure 4 shows the performence compatison for a two
bit per pixel system. Mosl of the performence improvement is available
et high probabilities of crior. Al Lthese probabilities of erzor, however,
the imprevement is substanlial. Figure 5 shows the same kind of results
for o four bil per pixel system. The performance improvement for this
case are cven more substantinl than those for the (wo-bil system. ‘I'wo
things nte especinlly noteworthy in these results, ‘The first one is that
the performnnce fmprovement does not really become signiliennt until
the clinnnel is very noisy. The other is thal the perfarnnee enrve
in the high noise region is relntively fint. ‘Fhis means that even very
noisy chnannels imny be nsable for fmage Leansmission, Purther rexnlts

jim'huling perceptunl resulls ean he forml in [16].

The seeond sel of resulls were abtaiued nsing Lhe appronch pro-
posed in Section 5. ‘I'he source encoder was replaerd by the proposed
joint source/channel coder. “I'lic 11 aperatar used is the ane deseribed
in the previous seclion. The source again was the USCGIRL finnge,
end end of line synchronizalion was arsnmed. The petfarmance von-
patrison is shown in Figute 6. Nole Lhal unlike lhe previous ease. the
performance improvement occurs at botl low and high error probahil.
ities. This mokes the scheme especially uselul for transmission at low
error tales.






el coiler aledign,
conree conlers nre,
all redundnney fiom n sonree.
uf, by a MAT decader,

obtnin desired properties for the encoder outputl sequence,

CONCLUSIONS

1n this paper we have presented a MAP approach to joint source/
I'he npproach is based in part o the et that
nonidenl and, therefore, ennnot remove
I'his nonidenlity is tnken ndvantnge

tu correctl errors.

in groernl,

The decoder is nunlyzed to

A joiul

soutee/channel encoder design sppronch is py:srnled which incorpo-
tules Uhe desired properties, and cxemples nre given which show that

considerable priformence improvements can be obtained with the pro-

pesed approech.
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IMPLEMENTATION ISSUES IN MAP JOINT
SOURCE/CHANNEL CODING

Khalid Sayood*
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ABSTRACT

One of Shannon’s many lundamental contributions was his result
that source coding and channel coding can be implemented
separately without any toss of eptimality. IMowever, the assump-
tion underlying this result may at times be violated in practice.
Various joint source/channe! coding approaches have been
developed Por kandling such situations. A MAP approach to joint
source/channel ceding has bLeen proposed which uses a MAP
decoder and a modifization of the source coder to provide error
correction. We present various implementation strategics for this
approach and provide results for an image coding application.

I. Introduction

One of Shannon's : fundamental contributions was his result

that source coding and channel coding can be treated separately
without any lass \,f [:rfonmnu as compared to an optimum
system [1)
theorems cot
sourcc se :

Tha b

-

> dosign procedure implicd by Shannon’s
isis ut de 1bnmn asource encoder which changes the
ce into a series of (approximately) independent,
binary digits followed by a channel encoder which
ioits and puts them into a form suil:‘.b!c for
2 over the channel 9 [2). One aspect of the
overan ll gptimein system not addressed by Shannon is any increase
insystem complexity that resuits from this separation, and Massey
{5} and A 4 (] showed that for distortionless transmission of
the source under thz constraint of linear source and channel
coders, a significant reduction in complexity with equivalent
performance can be achieved by using a linear foint source/
channel coder. Their scheme also dififers {rom most data com-
pression svstems in that the bulk of the system complexity is
transterred to the receiver.

The theorem that provides the justification for the separate design
of the source coder and the channel coder, often called the
Information Transmission Theorem [2], assumes that both the
source enceder /decoder pair and the channel encoder/decoder pair
are operating in an optimal fashion. Specifically, the source
encoder is assumed to present the channel encoder with asequence
suitable for optimal channel coding, and the channel encoder/
decoder pair is assumed to reproduce the source encoder output at
the source decoder input with negligible distortion. Unfortu-
nately, there are practical situations where these assumptions are
violated--naniely, when the source encoder output contains
redundarncy, which occurs if the source encoder is suboptimal, and
when the source decoder input differs from the source encoder
output, which is a result of channel errors. These two situations
are common occurrences in practical communication systems
where scurce and/or channel models are imperfectly known,

"Supported by NASA Lewis Research Center (NAG-3-806) and
NASA Goadvrd Space Flight Center (NAG 5-916).

, Jerry D. Gibson@ and Luling Liu*

@Department of Electrical Engineering
Texas A&M University
College Station, TX 77843

complexity is a serious issue, or significant delay is not tolerable.
Various approaches have been developed to handle these (wo
situazions. These include approaches in which the source and
chanael coding operations are truly integrated [3-06], approaches
that cascade known source coders with known channel coders and
atlocate the fixed bit rate to the source coder and channel coder
to maximize system performance [7-15], approaches in which the
source coder and/or receiver is modified to acecount for the
presence of a given noisy channel [16-20], and approaches which
use some knowledge of the source and source coder propertics to
detect channel errors and compensate for their effects [27-35).
The rescarch described in this paper is concerned with the
implementation of a joint source/channel coder design which was
an extension of the work presented in {31,32]. This approach
utilizes structure in the source encoder cutput by using a MAP
decoder to correct errors introduced by the channel.

1I. Previous Work

Based on the MAP design criteria, a deccder structure was
proposed in [32] which takes advantage of redundancy in the
channel input sequence to provide error correction. The decoder

1

maximizes the quantity log P(Y | ¥} where

is the channel cutput sequence. 1f a Markov model is imposed on
the channel input sequence, the path metric can be writien as

Slog Ply iy n

log P(Y | ¥) = oy
and
Ply, =a

P(}i =a,|y
L, Plyvi=a

p=ap)Plyy=aplyi, =a)
yi=adPly,=allyi,=a)

nlYi

The proof of the above can be found in [31,32].

Based on analysis of the decoder a parameter called the error
correction capability was defined in {35] as

[=1-Hly |y, )/log M (3)
We noted that a desirable property of a joint source channel coder
would be to increase /. The approach proposed for this requires
the modification of the source coder. In general, a source coder
consists of two operations, data compression and data compaction
[36). The data compression operation usually consists of redun-
dancy removal and involves some loss of information, Examples
of data compression schemes are DPCM, transform coding and
vector quantization. The data compaction schemes are informa-
tion preserving. They may result in a variable rate out. Examples
include Huffman coding and runlength coding. Generally in






discussions of joint scurce/channel coder design, the data
compaction operations are not included. The reason for this is
that due to the variable rate output, the data compaction schemes
arc highly vulnerable to channel noise and, thercfore, are not
considered for noisy channel applications.

A possible approach to achieving the objective of increasing 7 is
to insert an invertible transoperation between the data compres-
sion and data compaction stages. An example of such an opera-
tion called the m operator, was presented in [35]. The operation
can be described as follows. Let the input to the = operator be
sclected from the alphabet

S = {508y Syl

and et the outpat alphabetr be denoted by
4 = ol
A={ag o ay as.a2 )
Then the mmput/output mapping is given by
Np = Ny T8 S Gy

This operator and its 2ffects are described in more detail in [35].

While this appr 1achieves the oby ctive of increasing the error
correcting capatiiit a1s0 results ina variable ruc system. For
this situation th metric of the form of (2) becomes
dif ficult o tmplement. We explain these difficulties and propose
implenien: { prox: mmi“‘ns of the metrics in the nextsection.
Section % dation results which demonstrate the
i sations. The use of avariable rete coder
ccture of the decoder. In Section 1V w2
rbi deccder which can be used with

L Development of the Path Metric

Before w
case we
consists o

inour dizcussion of the path metric for variable rate
wosummarize the derivation of {2). The derivation
First we show that

flrg=e ) | R nn) )
£ = a ly, = aju"‘(v‘ Pxiy)
Pl =a |y, =a,)

Then we show that the denominater can be wrilten as

aly; (5)
= :I)P('_\‘i =a|yy=a,)

m

Note first that in this derivation the channel input alphabet and
output alphabet are the same. We have assumed hard decision at
the outpvl of the channeland for a fixed rate coder this translates
into identical alphabets at the input and output of the channel,
FFor the case where we have variable rate codes there is a subtic
difference. In fact, there arc two different ways in which we can
view the output of the channel, The first approach is to assume
that thereis a Hulfman decoder at the output of the channel. The
Huftfman decoder ouiput alphabet is the same as the joint source/
channel (JSC) coder output alphabet. Thus the branch metric as
derived in (2) can be used directly. IHowever, now the computa-
tion of the individuat factors of the branch metric becomes
somewhat more involved. Specifically, consider the calculation of
P(V =a, | vy = aJ) »Vhf're the channel is assumed to be a binary
symmcm-* channel with known crossover probability p. Let /(n )
be the nun,ber of bitsin the binary codeword corresponding to the
symbol

Iflifa,) = f’(’(:j), as is the case when a fixed rate code is used, then

AD(':pi =a, | yi= aj) = pdnj(l ~ p)n-dnj )

where d o is the Hamming distance between the bxmry codewords
coxrcspondmv to a, and a. and » is the number of bits in each of
the codewords. However, wheni(a_ ) # Ifa;), the calculation may
not be as simple. To sce this we need to’introduce some more
notation. Let the codeword corresponding to a, be represented by

a_ ...a
Mt M
Then, if /(a_) is less than [(nj)

P(y,=a ) )

nl}‘i

=a;) =1 Pra |a

y k=1 kK
and the caiculation is still relatively straightforward. However, if
(a_) is greater than l(’aj),

Vo= v, o= =3 v = g ’
/)(.’,'—”nln’,-—(’,) Ll/(-’i aLv,

or in more familiar terms

Ply =a |vy=a;)= Lol =a

n 1

v - 3 ) = i =

=V a‘)l(_. i = a vy a,)

where we have used the chain rule and the Markov property of
ISC coder output. The second factor in the summand is simply
the transition probability of the JSC coder output while the first
factor can te calculated as

Plyp=alyy=apyg=a)
= 1146250y a, [(‘ )Ul(a ) F’r(aH fa
k=1 k= ‘(a 341 4 '\L-l(aj)

as long as ffa_) is less than or equal to /’a}.) +lfa). If not we
simply repeat zhﬂ Process again 1o obtiin

.= q o= - =N F =g v o= .
Plry=a iy s i = Ay w Py = anyin agbyy (10
A= ay) LoP(y =a by = @V = ALY,
= ak,[‘(, = Vi T ag)

Again /(’am) should be less than l(nj) + {(at) + [ ay).

Obviously this procass can continue if there is a large variation in
the codeword lengths. Therefore, this approach tecames cumber-
some [or moderately large codebooks.

A somewhat different way of looking at this issue, suggested ina
slightly different context by Massey (37], is to block the channel
output bit stream into fixed lengtih words where the fixed length
is longer than the longest birary codeword in the channel input.
Then, the path metric becomes the logarithm of

P(y; = F |y )P(y; 1 ¥i4) (1
Ly Plyy=tiyy=a)f(y, =aly.

where I denotes the word corresponding to a received block of
bits.  While there are somc comphcmons here as well, in the
interpretation of P(v ¥/, the main difficulty is a compumnoml
one. The simplest 1n1plemenlmon of the JSC decoder requires
that the path metrics be stored in a lookup table. In the case of
identical_input and output alphabets of size Af, the lookup table
size is M°. However, with this approach, the lookup table size is
MYV where L is the longest codeword. This exponential
increase with even moderate codeword lengths makes this
approach impractical at least for a lookup table implementation.
An implementation which does not use a lookup table, and instead
computes the path metric at cach step may still be possible with
special purpose dedicated hardware.






Giiven the difficatties involved with implementation ol the exact
path metric of the MAP JSC decoder, we have proposed two
approximations which provide a high level of error protection
while being computationally simple and easy to implement. First
consider (4). We approximate the denominator as

e

PO3 =7y, ) 2 Py, = 7).

and therefore the entire expression as

P(y\.=aj[yi=Fuyi_1=am) (12)
- P(;}i :’.‘l}'i:a')P(.V‘ :ajlyi_1:”m}
} Py, =71)

where the number of bits in 7 is the number of bits used to
represent a.. The denominator is further approximated by
assuming equally likely reception of bits as

=F)=(é—)l(aj) (13)

where {a.) is the number of bits in a. and therefore in r. The
computation of the path metric then proceeds as follows: the
conditional protability Ply, = a. |y, 1) is read frem a
lookup table and the transition pxumblhty is computed b)
assuing a4 binary symeietric channel with known crossove

protubility. This form of the path metric is easy to implemcnt
and the alation results of Section Vo show the scheme to be

highly offvctive.

':‘:ntion is to use the Hamming distance
:nd the candidate sequence elements as
n :1‘;:ric Of course the candidate sequence
ted from allowed sequence values. (Recall that
sonsiruction, disallows certain sequences.) We
present rgauiis 5auetric in Section V. This mpm\im'nio'x
causes 2 B8} crrmance from about 2 half dB in the low
noise reniaa oy about l St 2 H’ in the high noise region, Given
the simplicity of tmplementation tor this scheme, this may very
wetl be an ac {

Anoeven s}m
tetween the
the branch ﬁ.ud o
elements are tuelog
the 7 operatar, t

cen obiained, the decoder structure
2 ulr) vu In Lhe next section.

V. fer Structure
The form o'" path metric in (1) is a familiar one and several
decoder structures exist which maximize {or minimize) additive
path motiies o :' this furm. One of the mast popuiar oncs is the

Viterbi decoder structure, Recall that the Viterbi decoder limits
the total number of candidate paths (sclutions) to some finite
nurber M owher2 M is the number of different values a solution
can tahe at uny given time increment. This is done by using a
treliis structure (hat onl v inctudes allowed paths or transitions,
For t.u problem consicgered here A would be the size of the
output alphabet of the = gperator. In mostapplications where the
Viterbi decoder s used, the codewords are of fixed length and
therefore the candidate '\aths are of the same length. This is not
true in the currant case. However, this problem can be resolved
rather simply by ascociating a pointer with each candidate path.
The pointer counts the number of bits used to form the path it 1s
associated with

To see how this works consider the foll 0\\ing example. Let the
input alphabet to the = operator be of size two; S = {s545,}.
Suppose the input sequence to the 7 operator is

S0 5050 51 S0 So
then the output of the = cperator will be

(IO (IO (11 (22 (IO

I the Huftman code for the = opueritor output is
[10:0, (11.'10, ay’l 10, ag 11l
then the transmitled binary sequence will be
00101100

Suppose there is an error in the fourth Lit and the received
sequernce is

00111100

The decoder operation is shown in Figure |, where the metric
being used is the Hamming distance. The branches arc labelled
with o pair of numbers. The first number 15 the accumulated
number of bits used by the path that includes that branch while
the second number is the Hamming distance between the received
bits and the candidate solution. The receiver assumes a starting
value of a,. In the first step there are two possibilities, that the
transmitted word was ¢, or .. If we assume the transmitted ward
was a;, we use up one bit and the Hamming distance is zero. If a,
is assumed then we use two biis and the Hamming dismnce is one.
Therefore, the lower branch (lo agh is dabelled 1,0 while the
branch to a, is fabelled 2,1, This procedure 1s mmnmd with
conflicts being resolved by picking the path with the lower
Hamming distance. The procedure is shown in Figure 1.

Y. man Resulis

The techniques presented in this paper were applied to an image
ceding scheme. The data compression scheme was a DPCM
system with a fixed four level nonuniform Max quantizer and a
one-tep predictor. The data compaction scheme is a sixteen-ievel
Huffman coder. Theaverage rate for this system was 2.3 bits per
pixel. End of line resynchronination is assumed for the receiver.
A Dblosk diagram of the system is shown in Figure 2.

The performance with Loth metrics 15 shown in Figure 3 and
Figure 4. DBoth figures plot the same results where Figure 3
emphasizes the performance in the low noise region and Figure
eimphasizes performance at high channrel error rates. The curses
arce labeled "Approx 1," "Approx 2. and "No Piotection.”  The
curve labeled Approx 1 is the performance curve for the system
which uses the metric apnroximation of (12) and (13). The curve
labeled Approx 2 is the system which uses the second approxima-
tion, i.e., the Hamming distance between the received bns and mc
candidate sequence clements. The curve labeled "No Protection”
is the system without the joint source/channel coding scheme.
Both metric approximatiens provide a high dcc,rw of protection
for low to moderate channel error rates. At high channel error
rates, while bath the systems provide substantial performance
improvements over the unprotected system, the svstem with the
Hamming distance metric provides lower performance than the
system with the approximation of (12) and (13). However, as
mentioned bLefore, this might be a small cost to pay for the
simplicity of implementation,
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1 A Joint Source/Channel Coder Design*

/7 Fuling Liu and Khalid Sayood
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Abstract

Source coders and channel coders are generally de-
signed separately without reference to each other. This
approach 1s justified by a famous resull of Shannons.
However, there are many silualions in practice in
which the assumptions upon which this result is based
are violated. Specifically, we eramine the silualion
where there is residual redundancy at the source coder
oufpul. We have previously shown that this residual
redundancy can be used lo provide error correclion us-
ing a Viterbi decoder. In this paper we present the sec-
ond half of the design; the design of encoders for this
sifuation. We show through simulation results that the
proposed coders consistently outperform conventional
source-channel coder pairs with gains of up to 12dB at
high probability of error.

1 Introduction

One of Shannon's many fundamental contributions
was his result that source coding and channel coding
can be treated separately without any loss of perfor-
mance for the overall system [1]. The basic design pro-
cedure is to select a source encoder which changes the
source sequence into iid bits followed by a channel en-
coder which encodes the bits for reliable transmission
over the channel. However, the separation argument
no longer holds if either of the following two situations
occur:

i. The input to the source decoder is different from
the output of the source encoder, which happens
when the link between the source encoder and
source decoder is no longer error free, or

*This work was supported in part by NASA Lewis Research
Center (NAG 3-806) and NASA Goddard Space Flight Center
(NAG 5-916)

1On leave from Dept. of Electrical Engr. Texas A&M Univ.

S o o
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Jerry D. Gibson!
Information Systems Laboratory
and the Telecommunications Program
Dept. of Electrical Engineering
Stanford Univ., Stanford, CA 94305

ii. The source coder output contains redundancy.

Case (i) occurs when the channel coder does not
achieve zero error probability and case (ii) occurs
when the source encoder is suboptimal. These two
situations are common occurrences in practical sys-
tems where source or channel models are imperfectly
known, complexity is a serious issue, or significant de-
lay is not tolerable. Approaches developed for such
situations are usually grouped under the general head-
ing of joint source/channel coding.

Most joint source channel coding approaches
can be classified in two main categories; (A) ap-
proaches which entail the modification of the source
coder/decoder structure to reduce the effect of chan-
nel errors [2-10], and (B) approaches which examine
the distribution of bits between the source and chan-
nel coders [11, 12]. The first set of approaches can
be divided still further into two classes. One class of
approaches examines the modification of the overall
structure [2-5], while the other deals with the modifi-
cation of the decoding procedure to take advantage of
the redundancy in the source coder output (6-10].

In this paper we present an apptoach to joint
source/channel coder design, which belongs to cate-
gory A, and hence we explore a technique for design-
ing joint source/channel coders, rather than ways of
distributing bits between source coders and channel
coders. We assume that the two nonideal situations
referred to earlier are present. For a nonideal source
coder, we use MAP arguments to design a decoder
which takes advantage of redundancy in the source
coder output to perform error correction. We then
use the decoder structure to infer the encoder design.

2 The Design Criterion

For a discrete memoryless channel (DMC), let
the channel input alphabet be denoted by A =






{ao,ai,...,anm-1,}, and the channel input and out-
put sequences by Y = {yo,1,..., yr-1} and ¥ =
{0, 91, --»Jr—-1}, respectively. If A = {A;} is the set
of sequences A; = {@i0,Qi1,...,qi -1}, @i k€A, then
the optimum receiver (in the sense of maximizing the
probability of making a correct decision) maximizes

P[C], where

P[C] =) P[CIYIP[Y].
A
This in turn implies that the optimurh receiver max-
imizes P[C|Y]. When the receiver selects the output
to be Ag, then P[C|Y] = P[Y = Ai]Y]. Thus, the

optimum receiver selects the sequence A such that
PIY = A,|Y] > P[Y = Ai|Y] V.
Lemma 1

Let y; be the input to a DMC. Given y;-1,¥i
is conditionally independent of yn-r, & > 1. If
Jo = yo then the optimum receiver selects a se-
quence A; to maximize Hf‘;llP(ydy;_;, Y.) where Yi =
{6, des1, - PL-1})

The lemma addresses the situation in case (ii), i.e.,
the situation in which the source coder output (which
is also the channel input sequence) contains redun-
dancy. Using this lemma, we can design a decoder
which will take advantage of dependence in the chan-
nel input sequence. The lemma provides the mathe-
matical structure for the decoder. The physical struc-
ture can be easily obtained by examining the quantity
to be maximized. The optimum decoder maximizes
P(Y1Y) or equivalently log P(Yl‘x"), but

log P(Y|V) = Elos P(wilY:, vi1) (1)

which is similar in form to the path metric of a convo-
lutional decoder. Error correction using convolutional
codes is made possible by explicitly limiting the pos-
sible codeword to codeword transitions, based on the
previous code input and the coder structure. In this
case, while there is no structure being imposed by the
encoder, there is sufficient residual structure in the
source coder output that can be used for error cor-
rection. This structure can be quantified in light of
the Lemma. That is, the structure is reflected in the
conditional probabilities, and can be utilized via the
path metric in (1) in a decoder similar in structure
to a convolutional decoder. However, to implement
this decoder we need to be able to compute the path
metric. Unfortunately the quantity P(%|Yi, yi-1) is
difficult to estimate. We have therefore used various

approximations to this quantity with some success. In
8, 9) P(wilYi, vi-1) is approximated by P(yi{f:, vi-1)
with excellent results. Other approximations can be
found in [13].

In [9] we showed that the use of the decoder led
to dramatic improvements under high error rate con-
ditions. However at low error rates the performance
improvement was from nonexistent to minimal. This
is in contrast to standard error correcting approaches,
in which the greatest performance improvements are
at low error rates, with a rapid deterioration in per-
formance at high error rates. In this work we combine
the two apptoaches to develop a joint source channel
codec which provides protection equal to the standard
channel encoders at low error rates while providing
significant error protection at high error rates.

3 Proposed Encoder Structure

In the conventional error protection approach we in-
troduce structure in the transmitted bitstream. In the
approach proposed in {9], we use the residual structure
in the (generally nonbinary) source coder output se-
quence. To combine the two approaches, we need to
introduce additional structure without disturbing the
structure already present. Because of the nature of the
decoding approach, a convolutional encoder would be
most appropriate for introducing structure. However,
a standard binary convolutional encoder will tend to
destroy the structure in the source coder output. To
preserve the residual structure while introducing ad-
ditional structure we propose to use nonbinary convo-
lutional encoders (NCE) whose input alphabet is the
output alphabet of the source coder.

Let z,,, the input to the NCE, be selected from the
alphabet 4 = {0,1,2,...,N—1}, and let y,, the output
alphabet of the NCE, be selected from the alphabet
S = {0,1,2,..,M — 1}. Then, two of the proposed
NCEs can be described by the following mappings

1. M=N%¥y,=Nzo_1+ 24

The number of bits required to represent the output
alphabet using a fixed length code is

floga(M)] = ﬂoz;z(N’ﬂ = [2log,(N)]
Therefore in terms of rate, this coder is equivalent to a
rate 1/2 convolutional encoder. The encoder memory
in bits is 2[logy(IV)] as each output value depends on
two input values,

As an example, consider the situation when N = 4.
Then A = {0,1,2,3} and S = {0,1,2,.., 15}. Given






the input sequence z,: 0130211033 and assum-
ing the encoder is initialized with zeros, the output
sequence willbe yo, : 0171229543 15.

The encoder memory is four bits. Notice that while
the encoder output alphabet is of size N2, at any given
instant the encoder can only emit one of N different
symbols as should be the case for a rate 1/2 convo-
lutional encoder. For example if y,_, = 0, then y,
will take on a value from {0,1,2,...,(N — 1)}. In gen-
eral, given a value for y,_1, y, will take on a value
from {aN,aN + 1,aN + 2,..,aN + N — 1}, where
& = yn_1(modN). This structure can be used by the
decoder to provide error protection. The encoder is
shown in Figure la.

2. M= Ar3; Yn = N'2z2n—2 + Nzop_1+ Zon

The final encoder we consider is equivalent to a rate
2/3 convolutional coder. Notice that while the input
output relationship looks similar to a rate 1/3 encoder,
we generate one output for every two inputs. Thus,
while the number of bits needed to represent one let-
ter from the output alphabet is three times the bits
needed to represent a letter from the input alphabet,
because two input letters are represented by a single
output letter, the rate is 2/3. Again, assuming a value
of 4 for N, the output alphabet is of size 64, and for the
input sequence used previously, the output sequence
is yn: 052352249 3.

The encoder memory is again 6 bits. A block dia-
gram of the encoder is shown in Figure 1b. The rate
of the encoder can also be inferred from the fact that
while the encoder output alphabet is of size N2, at any
instant the encoder can transmit one of N? (instead
of N) symbols. Given a value for yn_1, y» can take on
a value from the alphabet {yN?,7N? +1,..,yN? +
(N? = 1)} where ¥ = yn_1(modN).

4 Binary Encoding of the NCE Output

We will make use of the residual structure in the
source coder output (which is preserved in the NCE
output) at the receiver. However, we can also make
use of this structure in selecting binary codes for the
NCE output. An intelligent assignment of binary
codes can improve the error correcting performance
of the system. Our strategy is to try to maximize the
Hamming distance between codewords that are likely
to be mistaken for one another.

First we obtain a partition of the alphabet based
on the fact that given a particular value for yn-1, ¥n
can only take on values from a subset of the full al-

phabet. To see this, consider the rate 1/2 NCE; then
the alphabet S can be partitioned into the following
sub-alphabets:

S; =(N,iN+1,. . ,jN+N-1) i=0,1,.N-1
where the encoder will select letters from alphabet
S; at time n if j = ya-1(modN). Now for each
sub-alphabet we have to pick N codewords out of
M (= N?) possible choices. We first pick the sub-
alphabet containing the most likely letter. The let-
ters in the sub-alphabet are ordered according to their
probability of occurrence. We assign a codeword a
from the list of available codewords to the most prob-
able symbol. Then, assign the complement of a to
the next symbol on the list. Therefore the distance
between the two most likely symbols in the list is
K = log, M bits. We then pick a codeword b from
the list which is at a Hamming distance of K/2 from
a and assign it and its complement to the next two
elements on the list. This process is continued with
the selection of letters that are/2F away from a at
the k'™ step until all letters in the subalphabet have
a codeword assigned to them. We then pick the sub-
alphabet that contains the next most likely letter. Itis
assigned the available codeword at maximum distance
from a. The procedure for assigning codewords within
the sub-alphabet is then repeated. The assignment for
a rate 1/2 with N = 4 code is shown in Table 1.

5 Simulation Results

The proposed approach was simulated using a two-
bit DPCM system as the source coder, and the three
NCE described in section 3. The source used were
standard test images USC Girl, USC Couple and a
256x256 portion of Lena. The decoder structure used
was that of a Viterbi decoder with branch metric log L

L= P (i | y) P (vi | yi-1,¥i-2)
P (%)

where y; denotes the NCE output and % denotes
the corrupted channel output. The probabilities
P(yi | yi—1,Vi-2) were estimated using a training se-
quence. This requires estimating M N? probabilities,
which were estimated using the USC Girl image. The

test images were the USC Couple and Lena images.
The proposed scheme was compared with a con-
ventional source coder-convolutional coder combina-
tion. The source coder and source sequence were the
same in both systems. The convolutional codes se-
lected were the codes with maximal djree and the






same rate and memoty characteristics as the proposed
NCEs from [14). The performance measure was the
signal-to-noise-ratio (SNR) defined as

2
SNR = 101og,y — 22—
> (u = 1)

where u; is the input to the source encoder and 4; is
the output of the source decoder.

The results show consistent improvement in perfor-
mance for the proposed system. At low probabilities
of error both systems perform very well. At high prob-
abilities of error (> 10~2), however, there is a substan-
tial improvement in performance when the proposed
system is used.

In Figures 2a and 2b we show the results of one
of the simulations for the rate 1/2 codes. The bi-
nary assignment of Table 1 was used in the simula-
tion. Notice the flatness of the performance curve for
the proposed system. While the proposed system con-
sistently outperforms the conventional system, it is at
higher probabilities of error that the differences really
become significant. At a probability of error of 10!
there is almost a 6dB difference in the performance
of the two systems! This “flattening out” of the per-
formance curve makes the approach useful for a large
variety of channel error conditions.

Similar performance improvements can be seen for
the rate 2/3 system of the second mapping. The per-
formance curves are shown in Figure 3. Notice that
again the proposed system consistently outperforms
the conventional system. In this case at a probability
of error of 10~} the performance improvement is more
than 12dB! In fact, the proposed rate 2/3 system per-
forms better than the conventional rate 1/2 system.

6 Conclusion

If the source and channel coder are designed in a
“Joint” manner, that is the design of each takes into ac-
count the overall conditions (source as well as channel
statistics), we can obtain excellent performance over
a wide range of channel conditions. In this paper we
have presented one such design. The resulting perfor-
mance improvement seems to validate this approach.
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Table 1: Codeword Assignments

Symbol Code Symbol Code
0 0000 8 1011
1 0011 9 0111
2 1100 10 0100
3 1111 11 1000
4 1110 12 0101
5 1101 13 1001
6 0001 14 1010
7 0010 15 0110
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Figure 1. Proposed Nonbinary Convolutional Encoders.
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Abstract

Source coders and channel coders are generally designed separately without reference to each
other. This approach is justified by a famous result of Shannons. However, there are many situa-
tions in practice in which the assumptions upon which this result is based are violated. Specifically,
we examine the situation where there is residual redundancy at the source coder output. We have
previously shown that this residual redundancy can be used to provide error correction using a
Viterbi decoder. In this paper we present the second half of the design; the design of encoders for
this situation. We show through simulation results that the proposed coders consistently outperform

conventional source-channel coder pairs with gains of up to 12dB at high probability of error.

1 Introduction

One of Shannon’s many fundamental contributions was his result that source coding and channel

coding can be treated separately without any loss of performance for the overall system [1]. The

*This work was supported in part by NASA Lewis Research Center (NAG 3-806) and NASA Goddard Space
Flight Center (NAG 5-916)






basic design procedure is to select a source encoder which changes the source sequence into a series
of independent, equally likely binary digits followed by a channel encoder which accepts binary
digits and puts them into a form suitable for reliable transmission over the channel. However, the

separation argument no longer holds if either of the following two situations occur:

i. The input to the source decoder is different from the output of the source encoder, which
happens when the link between the source encoder and source decoder is no longer error free,

or

ii. The source coder output contains redundancy.

Case (i) occurs when the channel coder does not achieve zero error probability and case (ii)
occurs when the source encoder is suboptimal. These two situations are common occurrences in
practical systems where source or channel models are imperfectly known, complexity is a serious
issue, or significant delay is not tolerable. Approaches developed for such situations are usually
grouped under the general heading of joint source/channel coding.

Most joint source channel coding approaches can be classified in two main categories; (A)
approaches which entail the modification of the source coder/decoder structure to reduce the effect
of channel errors, and (B) approaches which examine the distribution of bits between the source
and channel coders. The first set of approaches can be divided still further into two classes. One
class of approaches examines the modification of the overall structure, while the other deals with
the modification of the decoding procedure to take advantage of the redundancy in the source
coder output.

To the first class belongs the work of Dunham & Gray [2] who proved the existence of joint source
channel trellis coding systems for certain fidelity criteria, and a design of a joint source channel
trellis coder presented by Ayanoglu and Gray (3], where the design procedure is the generalized

Lloyd algorithm. Further, Massey [4] and Ancheta [5] showed that for distortionless transmission
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of the source using linear joint source channel encoders, equivalent performance can be obtained

with a significant reduction in complexity. Chang and Donaldson [6] propose modifications to the

DPCM system to reduce the effect of channel errors, while Kurtenbach and Wintz [7] and Farvardin
and Vaishampayan [8] study the problem of optimum quantizer design for noisy channels. Goodman
and Sundberg [9,10] propose an embedded DPCM system which consists of a two bit DPCM and
a two bit PCM system in parallel.

In the second class of category A, we include the work of Reininger and Gibson [11], who use
the fact that coefficients in neighboring blocks in a transform coding scheme will not vary greatly,
and thus use coefficients from neighboring blocks to correct a possible error, and the work of Steele,
Goodman and McGonegal [12,13], who propose a difference detection and correction scheme for
broadcast quality speech. In this scheme the receiver infers an error whenever an individual sample
to sample difference is greater than the mean squared difference of a 21 sample sliding block. When
an error is detected, the received sample is replaced by the output of a smoothing circuit. Ngan
and Steele [14] use a similar method for recovering from errors in an image transmission system.
Sayood and Borkenhagen [16, 17) use the redundancy at the source coder output to perform
sequence estimation. Sayood and Gibson [18] examine “desirable” properties for encoders which
enhance sequential estimation performance.

The work of Modestino, Daut and Vickers [19] belongs to category B. In their study of transform
coding they examine tradeoffs between allocating bits for source and channel coding. Comstock
and Gibson [20] extend this work and provide an explicit mechanism for allocating bits between
a source coder and a Hamming channel coder. Additionally, Moore and Gibson [21] study the
allocation of bits between a DPCM coder and self orthogonal convolutional coding.

In this paper we present an approach to joint source/channel coder design, which belongs to

category A, and hence we explore a technique for designing joint source/channel coders, rather






than ways of distributing bits between source coders and channel coders. We assume that the
two nonideal situations referred to earlier are present. For a nonideal source coder, we use MAP
arguments to design a decoder which takes advantage of redundancy in the source coder output to

perform error correction. We then use the decoder structure to infer the encoder design.

2 The Design Criterion

For a discrete memoryless channel (DMC), let the channel input alphabet be denoted by A =
{ao,ai,...,ap-1,}, and the channel input and output sequences by ¥ = {vo,¥1,--+, yr-1} and
Y = {d0,915---,¥L-1}, respectively. If A = {A;} is the set of sequences Ai = {@i0, Qs Qi L1},

a; k€A, then the optimum receiver (in the sense of maximizing the probability of making a correct

decision) maximizes P[C], where

P[C) = > PICIYIPY].
A

This in turn implies that the optimum receiver maximizes P{C’W]. When the receiver selects the
output to be Ay, then P[C|Y] = P[Y = A|Y]. Thus, the optimum receiver selects the sequence

A such that

PY = A Y] > PlY = A;|Y] Ve

Lemma 1

Let y; be the input to a DMC. Given y;_1,y; is conditionally independent of y,_k,k > 1. If
Jo = yo then the optimum receiver selects a sequence A; to maximize Hf’;l‘P(y;Iy;_l,}";) where
Yi = {9k, 9k41s---»§L-1}. (The proof is given in the appendix.)

The lemma addresses the situation in case (ii), i.e., the situation in which the source coder






output (which is also the channel input sequence) contains redundancy. Using this lemma, we can
design a decoder which will take advantage of dependence in the channel input sequence. The
lemma provides the mathematical structure for the decoder. The physical structure can be easily
obtained by examining the quantity to be maximized. The optimum decoder maximizes P(Y|}7)

or equivalently log P(Y|Y), but

log P(Y[Y) = ) log P(yi|¥:, yi-1) (1)

which is similar in form to the path metric of a convolutional decoder. Error correction using
convolutional codes is made possible by explicitly limiting the possible codeword to codeword
transitions, based on the previous code input and the coder structure. At the receiver the decoder
compares the received data stream to the a priori information about the code structure. The
output of the decoder is the sequence that is most likely to be the transmitted sequence. In the
case where ther is residual strucure in the source coder output, while there may not be an explicit
limitation on the codeword to codeword transition, the structure makes some sequences more likely
to be the transmitted sequence, given a particular received sequence. In other words, while there
is no structure being imposed by the encoder, there is sufficient residual structure in the source
coder output that can be used for error correction. This structure can be quantified in light of
the ’Lemma. That is, the structure is reflected in the conditional probabilities, and can be utilized
via the path metric in (1) in a decoder similar in structure to a convolutional decoder. However,
to implement this decoder we need to be able to compute the path metric. Unfortunately the
quantity P(y;lf’,-, yi—1) is difficult to estimate. We have therefore used various approximations to
this quantity with some success. In [16, 17] P(y:|Vi,%i-1) is approximated by P(y:|§i,yi-1) with

excellent results. Other approximations can be found in [22]. In the current work we use the






following approximation for the branch metric L.

L= log P (3 | yi)};)(('.‘/?;“)yi-layi—'z)

In [17] we showed that the use of the decoder led to dramatic improvements under high error
rate conditions. However at low error rates the performance improvement was from nonexistent
to minimal. This is in contrast to standard error correcting approaches, in which the greatest
performance improvements are at low error rates, with a rapid deterioration in performance at
high error rates. In this work we combine the two approaches to develop a joint source channel
codec which provides protection equal to the standard channel encoders at low error rates while

providing significant error protection at high error rates.

3 Convolutional Encoders and Joint Source/Channel Decoder

As convolutional coders provide excellent error protection at low error rates, and have a decoder
structure similar to the JSC decoder, one way we can combine the two approaches is to obtain
the transition probabilities of the convolutional encoder output and use the Joint Source/Channel
(JSC) decoder described above instead of the conventional convolutional decoder. We simulated
this approach using a two bit DPCM system as the source encoder. We used the three images
shown in Figure 1 as the source. The USC Girl image was used for training (obtaining the requisite
transition probabilities) and the Lena 256 and USC Couple images for testing. The output of the

DPCM system was encoded using a (2,1,3) convolutional encoder with connection vectors

g(l) =64 g(z) = 74.






The convolutional encoder was obtained from [23]. The performance of the different systems was.

evaluated using two different measures. One was the reconstruction signal-to-noise ratio (RSNR)

defined as

) “.'2
¥ (ui — i)

RSNR = 10logyg
where u; is the input to the source coder (source image) and #; is the output of the source decoder
(reconstructed image). The other performance measure was the decoded error probability. The
received sequence was decoded using a standard convolutional decoder and the JSC decoder. A
block diagram of the system is shown in Figure 2. The results are presented in Figure 3. Notice the
significant improvement in performance when the JSC decoder is used instead of the convolutional
decoder. At a probability of error of 0.1 there is an improvement of about 5dB for the training set
and an improvement of about 4 dB for the test set!

The simulations were repeated with a rate 2/3 (3,2,2) convolutional coder [23] with connection

vectors
V=1 V=1 =4

=2 =5 ¢P=1
The results are presented in Figure 4. Notice that while the rate of the code is less (2/3 as opposed
to 1/2) the performance using the JSC decoder is actually better! The reason for this lies in the
fact that the JSC decoder is making use of the structure in the nonbinary output of the source
coder. When we used the (2,1,3) coder we destroyed some of this structure because the source
coder was putting out two bit words while the channel coder was coding the input one bit at a
time. However, in the case of the (3,2,2) coder, the input alphabet of the channel coder exactly
matches the output alphabet of the source coder. Thus the structure in the source coder output
is preserved in the channel coder output/channel input, providing better channel error protection.

To verify this we conducted another set of simulation with a rate 1/2 (4,2,1) convolutional code






with connection vectors
1 2 3
gg)_ﬁ gg)_o gg)‘ﬁ gil__4

g =0 ¢P=6 ¢V=14 g"=2
In this case again there is a one-to-one match between the source coder output and the channel
coder input, and the results shown in Figure 5 reflect this fact. There is about a two dB improve-
ment at high error rates over the (2,1,3) rate 1/2 code, and about a one dB improvement over the
rate 2/3 code. These results justify the contention that for best use of the JSC decoder the input
alphabet size of the channel coder should be the same as the size of the output alphabet of the
source coder. In the next section we propose a general channel coder design which is motivated by

this requirement.

4 A Modified Convolutional Encoder

Given that the preservation of the structure in the source coder output requires the channel coder
input alphabet to have a one-to-one match with the generally nonbinary source coder, we propose
a general nonbinary convolutional encoder (NCE) whose input alphabet has the requisite property.

Let z,, the input to the NCE, be selected from the alphabet A = {0,1,2,...,N — 1}, and let
Yn, the output alphabet of the NCE, be selected from the alphabet S ={0,1,2,..,M — 1}. Then

the proposed NCEs can be described by the following mappings

1. M=N%y,=Nzo1+2n

The number of bits required to represent the output alphabet using a fixed length code is

[log,(M)] = flogz(N2)1 = [2logy(N)]

Therefore in terms of rate, this coder is equivalent to a rate 1/2 convolutional encoder. The encoder






memory in bits is 2[log,(/N )] as each output value depends on two input values.

As an example, consider the situation when N = 4. Then 4 = {0,1,2,3} and S = {0, 1,2,...,.15}.
Given the input sequence z, : 0130211033 and assuming the encoder is initialized with
zeros, the output sequence willbe y,: 017122954 3 15.

The encoder memory is four bits. Notice that while the encoder output alphabet is of size
N2, at any given instant the encoder can only emit one of N different symbols as should be
the case for a rate 1/2 convolutional encoder. For example if y,_; = 0, then y, will take on a
value from {0,1,2,...,(N — 1)}. In general, given a value for y,_1, yn will take on a value from
{aN,aN +1,aN +2,...,aN + N — 1}, where a = y,_1(modN). This structure can be used by the

decoder to provide error protection. The encoder is shown in Figure la.

2. M =N%yn=Nzon o+ NZon_1+ 220

This encoder is equivalent to a rate 1/3 convolutional encoder with an encoder memory in bits

of 3[loga(N)]. Given the same input as the previous example, the output alphabet for the NCE is

S ={0,1,2,...,63}

and the output sequence for the same input sequence is

Yn: 01728509372019 15

The encoder memory is six bits. In this case even though the encoder output alphabet is of size
N3 | at any instant the encoder can only emit one of N symbols. In general, given a value for
Yn—1, Yn will take on a value from {8N, SN +1,...,8N + N -1}, where 8 = y,—1(modN?). A block

diagram of the encoder is shown in Figure 6.






3. M=N3

Yn = N222, + Nzgn1 + Zon—2

The final encoder we consider is equivalent to a rate 2/3 convolutional coder. Notice that
while the input output relationship looks similar to a rate 1/3 encoder, we generate one output for
every two inputs. Thus, while the number of bits needed to represent one letter from the output
alphabet is three times the bits needed to represent a letter from the input alphabet, because two
input letters are represented by a single output letter, the rate is 2/3. Again, assuming a value of .
4 for N, the output alphabet is of size 64, and for the input sequence used previously, the output
sequence is y, @ 0 52 35 22 49 3.

The encoder memory is again 6 bits. The rate of the encoder can also be inferred from the fact
that while the encoder output alphabet is of size N3, at any instant the encoder can transmit one
of N? (instead of N) symbols. Given a value for yn_1, ¥ can take on a value from the alphabet

{YN?, yN? +1,..,yN? + (N? - 1)} where ¥ = yo_1(modN).

5 Binary Encoding of the NCE Output

We will make use of the residual structure in the source coder output (which is preserved in the NCE
output) at the receiver. However, we can also make use of this structure in selecting binary codes
for the NCE output. An intelligent assignment of binary codes can improve the error correcting
performance of the system as can be seen from the following example.

Let N be 2, and let us use the rate 1/2 NCE. In this case if yn = 0, yn41 cannot be 2 or 3
because y, = 0 means z,, = 0, and yn41 = 2 or 3 means z, = L. Thus a decoded sequence cannot
have 2 or 3 following 0.

Let us assign fixed length codewords to the NCE outputs as

10






0:00,1:01,2:10,3:11

Now suppose the transmitted sequence was the all zero sequence, the metric used was the
Hamming distance, and the received sequence is 00001000000000; that is, there is an error in
the fifth bit. If the receiver decoded the first four bits as 0,0 then it cannot decode the fifth and
sixth bits as 2 for the reason noted above. The only two options are decoding them as 0 or 1. If
we decoded them as 0, we could continue decoding the rest of the sequence as 0,0..., and the
Hamming distance between the received and decoded sequence would be one. If we decoded them
as 1, we would have to decode the next set of two bits as 2 or 3 because 0 cannot follow 1. Decoding
as 2 gives the smallest Hamming distance so we decode the seventh and eighth bit as 2. This gives
a total Hamming distance of two for the incorrect path. Thus the receiver will select the correct
path (the- path with the smallest Hamming distance).

If the assignment had been chosen as

0:00; 1:11; 2:10; 3:01

then the Hamming distance for the closest incorrect path would have been three instead of two.
When each allowable sequence is equally likely, there is little reason to prefer one particular assign-
ment over others. However, when certain sequences are more likely to occur than others, it would
be useful to make assignments which increase the ‘distance’ between likely sequences. While, for
small alphabets it is a simple matter to assign the optimum binary codewords by inspection, this
becomes computationally impossible for larger alphabets. We use a rather simple heuristic which,

while not optimal, provides good results.
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The number of M bits codewords that have to be assigned are exactly 2M . Our strategy
is therefore to try to maximize the Hamming distance between codewords that are likely to be
mistaken for one another.

First we obtain a partition of the alphabet based on the fact that given a particular value for
Yn—1, Yn can only take on values from a subset of the full alphabet. To see this, consider the rate

1/2 NCE; then the alphabet § can be partitioned into the following sub-alphabets:

-

So =(0,1,2,3...,N — 1)

S =(N,N+1,...,2N - 1)

Sy-1=(N(N=1),N(¥N =1)+1,..,N? - 1)

where the encoder will select letters from alphabet §; at time n if j = Yn-1(modN). Now for
each sub-alphabet we have to pick N codewords out of M (= N?) possible choices. We first pick
the sub-alphabet containing the most likely letter. The letters in the sub-alphabet are ordered
according to their probability of occurrence. We assign a codeword a from the list of available
codewords to the most probable symbol. Then, assign the complement of a to the next symbol on
the list. Therefore the distance between the two most likely symbols in the list is K = [log, M]
bits. We then pick a codeword b from the list which is at a Hamming distance of K/2 from a and
assign it and its complement to the next two elements on the list. This process is continued with
the selection of letters that areK/Qk away from a at the kt* step until all letters in the subalphabet

have a codeword assigned to them. As an example, consider the case where N = 4. The partitions
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are

So = {0,1,2,3}
S = {4,5,6,7}
S3 = {8,9,10,11}
Sy = {12,13,14,15} .
Assuming that 0 is the most probable symbol, we start by assigning codewords to the Sg sub-

alphabet. Suppose

P(0)> P(1)> P(2) 2 P(3).

We first pick a 4 bit codeword for 0 as 0000. The next most probable symbol in this sub-alphabet
is 1: therefore the codeword for 1 is the complement of the codeword for 0; 1:1111. The codeword
for 2 is at a Hamming distance of two from the codeword for 0. The codeword 0011 satisfies this
requirement; therefore the codeword for 2 is 0011 and the codeword for 3 is 1100. Suppose the next
symbol which is close in probability to thé symbol 0 is 4. We select the sub-alphabet containing that
symbol which is S;. To the symbol 4 we assign a codeword from the list of unassigned codewords
which is furthest from the codeword for 0. There are several possibilities for this; we pick 1011.
We then follow the same procedure for the S; sub-alphabet. Continuing in this manner we get the

assignments shown in Table 1.

6 Simulation Results

The proposed approach was simulated using the same setup as was used in the preceding simula-
tions. The rate 1/2 NCE and rate 2/3 NCE were simulated. The results are shown in Figures 7
and 8. Notice that the performance for the rate 1/2 NCE is about the same or slightly better than

the performance of the (4,2,1) convolutional code. Similarly the performance of the rate 2/3 NCE
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is about the same as the rate (3,2,2) convolutional code. Note that the memory requirements for
both the NCE and the convolutional coders in both cases are the same. While the performance of
the NCEs and the properly matched convolutional coders are about the same, the NCEs can be

designed using a general algorithm for a source coder with any alphabet size.

7 Conclusion

If the source and channel coder are designed in a “joint” manner, that is the design of each takes
into account the overall conditions (source as well as channel statistics), we can obtain excellent
performance over a wide range of channel conditions. In this paper we have presented one such
design. The resulting performance improvement seems to validate this approach, with a “flattening
out” of the performance curves. This flattening out of the performance curves makes the approach

useful for a large variety of channel error conditions.
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Table 1: Codeword Assignments

Symbol Code Symbol Code
0 0000 8 1011
1 0011 9 0111
2 1100 10 0100
3 1111 11 1000
4 1110 12 0101
5 1101 13 1001
6 0001 14 1010
7 0010 15 0110
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An Edge Preserving Differential Image Coding Scheme*

Martin C. Rost
- Sandia Nationa} Laboratorjes
Albuquerque, NM

Abst[agl -

Differential encoding techniques are fast and easy to implement.
However, a major problem with the use of differentjal encoding
for images is the rapid edge degradation encountered when us-
ing such systems. This makes differential encoding techniques
of limited utility especially when coding medical or scientific
images, where edge preservation is of yutmost importance. We
present a simple, easy to implement differential image coding
system with excellent edge preservation properties. The coding
system can be used over variable rate channels which mzkes jt
especially attractive for use in the packet network environment.

Introduction

The transmission and storage of digital images requires an enor-
mous expenciture of resources, necessitating the use of compres-
sion techniques. These techniques jnclude relatively low com-
plexity predictive techniques such as Adaptjve Differential Pulse
Code Modulation (ADPCM) and its variations, as well as rel-
atively higher complexity techniques such as transform coding
and vector quantization [1.2]. Most compression schemes were
originally developed for speech and their application to images is
at times preblematic. This s especizally true of the Jow complex-
ity predictive techniques. A good example of this is the highly
popular ADPCM scheme. Originally designed for speech [3], it
has been used with other sources with varying degrees of suc-
cess. A major problem with its use in image coding is the rapid
degracation in quality whenever an edge is encountered. Edges
are perceptually very important and occur quite often in most
images. Therefore, the degradation of edges can be perceptually
very annoying. If the images under consideration contain medi-
cal or scientific data, the problem becomes even more important,
as edges provide position information which may be crucial to

*This werk was supported by the NASA Goddard Space Flight Center
under Grant NAG 5.¢16.
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the viewer. This poor edge reconstruction quality has been a
major factor in preventing ADPCM from becoming as popular
for image coding as it is for speech coding.

While good edge reconstruction capability is an important
requirement for image coding schemes, another requirement that
is gaining in importance with the proliferation of packet switched
networks, is the ability to encode the image at different rates.
In a packet switched network, the available channel capacity is
not a fixed quantity, but rather fluctuates as a function of the
load on the network. The compression scheme must therefore be
capable of operating at different rates as the available capacity
changes. This means that it should be able to take advantage
of increased capacity when it becomes available while providing
graceful degradation when the rate decreases 1o match decreased
available capacity.

In this paper we describe a DPCM based coding scheme
which has the desired properties listed above. It is a low com-
plexity scheme with excellent edge preservation in the recon-
structed image. It takes full advantage of the available channel
capacity providing lossless compression when sufficient capacity

is available, and very graceful degradation when a reduction in
rale is required.

Notation and Problem Formulation

The DPCM system consists of two main blocks, the quantizer
and the predictor (see Fig. 1). The predictor uses the correlation
between samples of the waveform to predict the next sample
value. This predicted value is removed from the waveform at
the transmitter and reintroduced at the recejver. The prediction
error is quantized to one of a finite number of values which js
coded and transmitted to the receiver. The difference between
the prediction error and the quantized prediction error is called
the quantization error or the quantization noise. If the channel
is error free, the reconstruction error at the receiver is simply the

quantization error. To see this, note (Fig. 1) that the prediction
error e(k) is given by

e(k) = s(k) - p(k) (1)
where the predicted value is given by
Pk) =3 a3k - j) (2)

and
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3(k) = eg(k) + p(k). 3)

Assuming an additive noise model, the quantized prediction
error eg(k) can be represented as

ey(k) = e(k) + ny(K) (4)

where ng(k) denotes the quantization noise. The quantized pre-
diction error is coded and transmitted to the receiver. If the
channel is noisy this is received as é;{k) which is given by

& (k) = €q(k) + nc(k) (5)
where n (k) represents the channe] noise. The output of the
receiver 5(k) is thus given by

(k) = p(k) + &g(k) (6)

where

Blk) = p(k) + np(k) (M
the additional term n,(k) being the result of the introduction
of chznnel noise into the prediction process. Using (1), (4), (5),
and {(7) in (6) we obtain

ny

(k) = (k) + ng(k) + n (k) + ng (k). (8)

If the channel is error free, the last two terms in (8) drop out
and the difference between the original and reconstructed signzl
is simply the quantization error.

\When the prediction error is small, it falls into one of the
inner levels of the quantizer, and the quantization noise is of a
type referred to as grarnular noise. 1f the prediction error falls in

one of the outer levels of the quantizer, the incurred quantization
error is called overlozd noize. Because of the way the granuler
noise is generated it is generally smaller in magnitude than the
overlozd noise and is bourded by the tize of the quantization
interval. The overload nolse on the other hand is essentially
unbounded and can become very large depending on the size of
the prediction error. Asedge pixels are rather difficult to predict,
the corresponding prediction error is generally large, and this
leads 10 large overload noise values. Furthermore, because this
error efects not only the reconstruction of the current pixel,
but also future predictions, the prediction errors corresponding
to the next few pixels also tend to be large, leading to an edge
“smearing” effect.

Reduction of the edge degradation can therefore be obtained
by reducing or eliminzting the slope overload noise. Reduc-
tion of the slope overlozd noise can be obtained by improving
the prediction process. Gibson [4] analyzed ADPCM systems
with backward adaptive prediction, and showed that the track-
ing ability of the adaptive predictor can be improved by the
addition of zeros in the predictor. Motivated by these results,
Savood and Schekall [5) designed ADPCM systems for image
coding with ARMA predictors. Their results show that some
reduction in the edge degradation is possible with the use of
adaptive zeros in the predictor. While the use of these predic-
tors improves the edge reconstruction there is still significant
degradation in the edges. One technique 1o further improve the
edge performance was developed by Schekall and Sayood 6],
which uses the Jayant quantizer as an edge detector. The over-
load noise is then reduced by sending a quantized representation
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of the noise through a side channel. The advantage of this ap
proach is that it can be added to existing ADPCM systems.
The disadvantage is that the use of a side channel introduces
synchronization problems. In this paper we propose a diflerent
approach for edge preservation which does not require a side
channel. This approach is described in the following section.

Proposed Approach

The approach taken in this paper is a variation on the standard
rate-distortion tradeofl. The basic idea is that the slope over-
load noise can be reduced by increasing the rate. However rather
than increasing the rate for encoding each and every pixel, there
is only an instantaneous rate increase whenever slope overload
is encountered. The way this is implemented is outlined in the
block diagram of Figure 2. A DPCM system is followed by a
Jossless encoder at the transmitter. At the receiver the inverse
operations are performed. The DPCM system differs from stan-
dard DPCM systems in that the quantizer being used has an
unlimited number of levels. In practice what this means is that
if the input has 236 levels, which js standard for menochrome
images, then the DPCM quantizer will have 512 Jevels. This
efectively eliminates the overload noise mzking the distortion
a function of the quantizer stepsize A. Of course by itself it
also eliminates any compression that may have been desired, in
fact it requires an increase of one bit in the rete. The com-
pression is obtained by use of the lossless encoder. Tle lossless

encoder output alphabet consists of N codewords. These code-
words correspond to N consecutive levels in the quantizer. Let
the smallest level be Jabeled zr; and the largest level be labeled
z4. If the quantizer output e (k) is a level between z; and
zy, then the Jossless encoder puts out the corresponding chan-
nel symbol. 1f, however, e, (k) is greater than zy the encoder
puts out the symbol corresponding to y. A new value e (k)
is then cblzined by subtracting zy from e (k). If this value is
less than zy then it is encoded using the corresponding code-
word in the Jostless encoder output alphabet. Otherwise, 2y is
again subtracted from e, (k) to generate ¢co(k). This process is
continued till some e..{k) where

eor(k) = (k) — nzy

and e (k) is less than 2. A similar strategy is followed when
€.(k) < z7. Thus the instantaneous rate is increased by a func-
tion of n whenever the prediction error falls outside the closed
interval [z7,zy).

Example : Consider a DPCM system with a stepsize A of 2
where the input output relationship is given by

Qlzl=2k i 2k-1<z<2k+1; k=0,21,22,...

Let the lossless encoder output alphabet be of size eight with
z; = —4,and zy = 10. If the input (k) is 7 the quantiger out-
put eg(k) is 8, which is in the Jossless“encoder output alphabet
and therefore this value is encoded as a single codeword. If ¢(k)
is 15 then e (k) is 16, which is Jarger than zy. In this case,
the encoder puts out the codeword corresponding to zy4 and
generates eq; (k) = 16 — 10 = 6 which is in the encoder output
alphabet. Therefore, the encoder output consists of two code-
words representing z5(10) and 6. Jf the inputis —7,e.(k) = -6
which is less than z7. Thus the Jossless encoder output consists
of two symbols. One corresponding to the value of z.(~4) and






one corresponding 1o the value of 2. Note that if the input is
10 or -4 (i.e. zy or z1) then the output wil] be the sequence
10,0 or -4,0.

One of the consequences of this type of encoding is that it
¢an generate runs of z; and zy whenever the image contains
a large number of edges. Fortunately the encoding scheme also
provides a significant number of special symbols that can be used
to encode these runs. For example, the sequence z 5 followed by
a negative value and thesequence z; followed by a positive value
would not occur in the normal course of events. These sequences
can therefore be used to encode the runlengths of 7 and zp4.
Consider for example a system in which A is 2 and 77 is - 4.
The output of the lossless encoder therefore corresponds to the
values -4,-2,0,2,4. In the standard system a valuve of 4 is
always followed by a value of 0 or 2. Similarly a value of —4 is
always followed by a value of 0 or —2. Therefore.the sequences
4~2and -4+2 can be used as special symbols to denote runs of
4 or —4. A simple strategy is to replace every two 4's{or -4's)
after the initial 4 by a =2 (or 2). For example a value of 10
would still be represented by 4 4 2. However a value of 14 would
be represented by 4 -2 2 instead of 4 4 4 2. Similarly a value
of 18 would be represented by 4 -2 4 2 and a value of 22 would

be represented by 4 -2 -2 2. For this particular scheme, a run of
length n would be represented by n — |252| codewords. When
the size of the lossless encoder output is increased, the number
of special symbols available also increases and the coding of the
runs can be performed more efficiently.

These special sequences can also be used to signal a change
of rate for applications in which the available channel capacity
changes with time. The actual change can be accomodated by
changing the stepsize ard reducing the lossless encoder codebook
size by the same amount. Several of the systems proposed above
were simulated. The results of these simulations are presented
in the next section.

Results

Four systems of the type described in the previous section have
been simulated. Two of the systems simulated use a one tap
fixed precictor, while the other two use a one pole four zero
predictor with the zeros being adaptive. One of the systems in
ezch case contains the lossless encoder followed by a runlength
encoder while the other contains only the lossless encoder with-
out the runleng:h encoder. The test images used were the USC
GIRL image, and the USC COUPLE image. Both are 236 X
256 monochrome eight bit images and have been used often as
test images. The objective performance measure were the Peak
Signa! to Noise Ratio (PSNR) and the Mean Absolute Error
{MAE) which are defined as follows:

2552
<(s(k)) - 3(k)?>
MAE =<|s(k) - §(k)|>

PSNR = 101log,,

where < - > denotes the average value.

Several initial test runs were performed using different num-
ber of levels, different values of z; and different values of A
to get a feel for the optimum values of the various parameters
(Given zp and A, zy is automatically determined.). We found
that an appropriate way of selecting the value of r; was using
the relationship

N-1
= -[——2 Ja

where [z] is the largest integer less than or equal to z, and N
is the size of the alphabet of the lossless coder. This provides
a symmetric codebook when the alphabet size is odd, and a
codebook skewed to the positive side when the alphabet size is
even. The zero value is always in the codebook.

As the alphabet size is usually not a power of two, the binary
code for the output alphabet will be a variable length code. The
use of variable length codes always bring up issues of robustness
with respect to changing input statistics. With this in mind,
the rate was calculated in two different ways. The first was 1o
find the output entropy, and scale it up by the ratio of symbols
transmitted to the number of pixels encoded. We call this rate
the entropy rate, which is the minimum rate obtainable if we
assume the output of the lossless encoder to be memoryless,

While this assumption is not necessarily true, the entropy rate
gives us an idea about the best we can do with a particular
system. We will treat it as the lower bound on the obtajnable
rate. We also calculated the rate using a predetermined variable
length code. This code was designed with no prior knowledge
of the probabilities of the different letters. The only assumption
was that the Jetters representing the inner levels of the quantizer
were always more likely than the letters representing the outer
levels of the quantizer. The code tree used is shown in Figure 3.
Obviously, this will become highly inefficient in the case of small
alphabet size and small A, as in this case, the outer levels 1L
and 7y will occur quite frequently. This rate can be viewed as
an upper bound on the achievable rate.

The results for the system with a one tap predictor and with-
out the runlength encoder are shown in Tables 1 and 2. Table 1
contains the results for the COUPLE image, while Table 2 con-
tains the results for the GIRL image. In the table R, denotes
the entropy rate while Ry is the rate obtained using the Huffman
code of Figure 3. Recall that for image compression schemes,
systems with PSNR values of greater than 35 ¢B are percep-
tually almost identical. As can be seen from the PSNR values
in the tables there is very little degradation with rate, and in
fact if we use the 35 dB criterion there is almost no degrada-
tion in image quality unti] the rate drops below two bits per
pixel. This can be verified by the reconstructed images shown
in Figure 4. Each picture in Figure 4 consists of the original
image, the reconstructed image and the error image magnified
10 fold. In each of the pictures, it is extremely difficult to tell
the source or original image from the reconstructed or output
image. In fact, in the case of the image coded at rates above
two bits per pixel it is well nigh impossible. This subjective ob-
servation is supported by the error images in each case which
are uniform in texture throughout without any of the standard
edge artifacts which can be usually seen in the error images for
most compression schemes.

We can see from the results that if the value of A and hence
zy is fixed, the size of the codebook has no effect in on the perfor-
mance measures. This is because the only effect of reducing the
codebook size under these conditions is to increase the number
of symbols transmitted. While this has the effect of increasing
the rate, because of the way the system is constructed, it does
not influence the resulting distortion. The drop in rate for the
same distortion as the alphabet size increases can be clearly seen
from the results in Tables 1 and 2.
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Table 3 shows the decrease in rate when a simple runlength
coder is used. The runlength coder encodes long strings of z1
and zy using the special sequences mentioned previously. As
can be seen from the results the improvement provided by the
current runlength encoding scheme is significant only for small
alphabets and small vales of A. This is because it is under
these conditions that most of the long strings of z and zpy are
generated. However we are not as vet using many of the special
sequences in the Jarger alphabet codebooks, so there is certainly
room for improvement.

The one tap predictor was replaced with an adaptive ARMA
predictor with a fixed pole and four adaptive zeros. The fixed
pole was at 2 lag of 257 (pixel above) while the zeros were at
lags of one, 1wo, three and four. The adaption was performed
using a sample LMS algorithm as follows. Let B, be the vector
of predictor coefficients at time k. The adaption algorithm was

Bis1 = By 1 pec(FEx
where u is the adapiion stepeize and
Er = (eg(k = 1)oegik = 2).eqlk = 3).eo(k = .

The results from using this predictor are shown in Tables 4, 5
and 6. While there is some improvemerdt in zll cases, the results
for the COUPLE image show a greater improvement than the
results for the GIRL image. This can be explained by noting
that the COUPLE imzge contains many more edges than the
GIRL image. As the ARMA predictor tends to improve predic-
tor performance when edges zre encountered, the improvement
in performance occurs in the image with more edges.

We have demonstrated a simpie image cocing scheme which is
very casy toimplementin realtime and has excellent edge preser-
vation preperiies over 2 wice range of rates.

This svstem wou'd be especially vseful in transmitting im-
zges over channels where the zvalable bandwidth may be vary.
Tle edge preserving quelity is especially useful in the encoding

of scientific and medical imeges.
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Size=3 Size=5 Size = 8
Delta MAE PSNR (dB) Ry Ry RL Ry Ry Ry

2 0.5067 51.0830 6.1615 7.1418 4.9334 6.8635 4.4404 6.6884
4 1.4790  42.7898 3.8009 4.0587 3.3637 2.7982 3.1673 3.6939
6 2.4676 38.6565 29577 3.0137 2.6553 2.7729 2.5490 2.7023
8 3.3697 36.0009 2.4314 2.4972 22327 22756 2.1662 2.2267
12 5.1359 32.3682 1.8277 1.9800 1.7233 1.7963 1.6930 1.7668

Table 1: Performance results for tbe COUPLE image, alphabet size 3,5 and 8.

Size = 3 Size =5 Size = 8§
Delta MAE PSNR (éB) Rr Ry RL Ru Ry Ry

2 0.5067 51.0830 6.2521 7.8120 5.0554 7.4713 4.5635 7.1275
4 1.4790  42.7888 4.0088 4.3976 3.7414 4.0592 3.2668 3.8740
6 2.4676 38.6565 3.0819 3.2547 2.7570 2.0279 2.6468 2.8003
8 3.3697 36.0009 25543 2.6860 2.3272 23783 22617 2.2931
12 5.1338 32.3682 1.8426 2.1122 1.8046 1.8439 1.7786 1.8009

Tzble 2: Performance results for the GIRL image, alphebet size 3,5 and 8.

Size =3 Size = 8 Size = 8
Without RL  With RL Without RL With RL \Without RL  With RL
Delta Encoder Encoder Encoder Encoder Encoder Encoder
2 6.16 5.44 4.93 4.34 4.44 4.29
4 3.89 3.60 3.36 3.23 3.16 3.15
6 2.96 2.81 2.66 2.63 2.5% 2.5%
8 2.43 2.35 2.23 2.22 217 2.17
12 1.83 1.80 1.72 1.72 1.69 1.69

Table 3: Comparison of Entropy rates between system with Runlength (RL)
Encoder and witkout RL Encoder for COUPLE image.

Size =3 Size =5 Size = §
Delia MAE PSNR (¢B) Rt Ru RL Ry R Ru

2 1.59 46.11 471 500 3.94 4.77 383 4.69
4 2.00 40.71 3.02 304 270 2.82 250 2.76
6 2.96 37.42 233 238 214 218 209 2.13
8 3.86 35.11 1.4 2.05 181 1.87 179 1.83
12 5.61 31.79 149 1.72 142 156 141 1.55

Table 4; Pesformance results for COUPLE image with adaptive ARMA predictor.

Size = 3 Size = 5 Size = 8
Delta MAE PSNR(dB) Ry Ry R Ruv R Ry

2 1.07 45.99 566 6.33 4.59 606 4.18 5.92 .
4 2.06 40.5% 3.60 3.69 3.15 3.42 299 3.32 v

6 3.06 37.1% 278 2.82 2.51 2.56 242 2.48

8 4.04 34.95 231 2.38 212 214 207 2.09

12 6.08 31.23 1.79 195 166 1.73 165 170

Table 5: Performance results for GIRL image with adaptive ARMA predictor,
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Size = 3 Size =3 Sice = 8
Witkout RL With RL  Without RL  With RL  Without Il Witk RL

Delta Encoder Encoder Encoder Encoder Encoder I2sicoder
2 4.71 4.25 3.94 3.70 3.63 3.57
4 3.02 2.86 2.70 2.67 2.60 2.59
6 2.33 2.26 2.14 2.13 2.09 2.09
g 1.94 1.80 1.81 1.81 1.70 1.79
12 1.49 1.48 1.42 1.42 1.51 1.41

Table 6: Comparison of Entropy rates between systems with and without
the Runlength Encoder for the COUPLE image.
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Ficure 4{(b). GIRL image coded at entropy rate of 1.5 bpp. :
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An Edge Preserving Differential Image Coding Scheme

Abstract

Differential encoding techniques are fast and easy to implement. However, a major problem
with the use of differential encoding for images is the rapid edge degradation encountered
when using such systems. This makes differential encoding techniques of limited utility
especially when coding medical or scientific images, where edge preservation is of utmost
importance. We present a simple, easy to implement differential image coding system with
excellent edge preservation properties. The coding system can be used over variable rate
channels which makes it especially attractive for use in the packet network environment.

1. Introduction

The transmission and storage of digital images requires an enormous expenditure of resources,
necessitating the use of compression techniques. These techniques include relatively low complex-
ity predictive techniques such as Adaptive Differential Pulse Code Modulation (ADPCAI) and its
variations, as well as relatively higher complexity techniques such as transform coding and vector
quantization [1,2]. Most compression schemes were origimally developed for speech and their appli-
cation to iinages is at times problematic. This is especially true of the low complexity predictive
technigques. A goed example of this is the highly populer ADPCA scheme. Originally designed for
sponch [31, it has been used with other sources with varying degrees of success. A major problem
with its use in image coding is the rapid degradation in quality whenever an edge is encountered.
Edges are perceptually very important and therefore their degradation can be perceptually very
annoyving. If the images under consideration contain medical or scientific data, the problem be-
comes even more important, as edges provide position information which may be crucial to the
viewer. This poor edge reconstruction quality has been a major factor in preventing ADPCM from
becoming as popular for image coding as it is for speech coding. While good edge reconstruction
capability is an important requirement for image coding schemes, another requirement that is gain-
ing in importance with the proliferation of packet switched networks, is the ability to encode the
image at different rates. In a packet switched network, the available channel capacity is not a fixed
quantity, but rather fluctuates as a function of the load on the network. The compression scheme
must therefore be capable of taking advantage of increased capacity when it becomes available while
providing graceful degradation when the rate decreases to match decreased available capacity.

In this paper we describe a DPCM based coding scheme which has the desired properties listed

above. It is a low complexity scheme with excellent edge preservation in the reconstructed image. It
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takes full advantage of the available channel capacity providing lossless compréssion when suflicient

capacity is available, and very graceful degradation when a reduction in rate is required.

2. Notation and Problem Formulation

The DPCM system consists of two main blocks, the quantizer and the predictor (see Fig. 1). The
predictor uses the correlation between samples of the waveform s(k) to predict the next sample
value. This predicted value is removed from the waveform at the transmitter and reintroduced at
the receiver. The prediction error is quantized to one of a finite number of values which is coded
and transmitted to the receiver and is denoted by e (k). The difference between the prediction
error and the quantized prediction error is called the quantization error or the quantization noise.
If the channel is error free, the reconstruction error at the receiver is simply the quantization error.

To see this, noie {(Fig. 1) that the prediction error ¢(k) is given by

e(k) = s(k) — p(k) (1)

whern (i) is orizinal signal predicted by p(k) which is given by

p(k) = Za_,-@(k‘ - 7), (2)

8(k) = eg(k) + p(k). (3)

Assuming an additive noise model, the quantized prediction error e,(k) can be represented as

eq(k) = e(k) + ny(k) (4)

where 1, (k) denotes the quantization noise. The quantized prediction error is coded and transmit-

ted to the receiver. If the channel is noisy this is received as &;(k) which is given by

€(k) = eq(k) + ne(k) (5)

where n.(k) represents the channel noise. The output of the receiver 5(k) is thus given by

(k) = 5k) + &(k), (6)






(k) = p(k) + np(k) (7

the additional term n,(k) being the result of the introduction of channel noise into the prediction

process. Using (1), (4), (5), and (7) in (6) we obtain

5(k) = s(k) + ng(k) + ne(k) + np(k). (8)

If the channel is error free, the last two terms in (8) drop out and the difference between the original
and reconstructed signal is simply the quantization error.

When the prediction error is small, it falls into one of the inner levels of the quantizer, and
the yuauntization noise is of a type referred to as grannlar noise. [If the prediction error falls in
one of the outer levels of the quantizer, the incurred quantization error is called overload noise.
Granular neize is generally smaller in magnitude than the overload noise and is bounded by the
cizo of the quantization interval. The overload noise on the other hand is essentially unbounded
and can become very large depending on the size of the prediction error. As edee pixels are rather
difficult to predict, the corresponding prediction error is generally large, and this leads to large
overlond neise values., Furthermore, because this error effects not only the reconstruction of the
current pixel, but also future predictions, the prediction errors corresponding to the next few pixels

also tend to be large, leading to an edge

‘sinearing” effect.

Reduction of the edge degradation can therefore be obtained by reducing or eliminating the
slope overload noise. Reduction of the slope overload noise can be obtained by improving the
prediction process. Gibson [4] analyzed ADPCM systems with backward adaptive prediction, and
showed that the tracking ability of the adaptive predictor can be improved by the addition of zeros
in the predictor. Motivated by these results, Sayood and Schekall [5] designed ADPCM systems
for image coding with ARMA predictors. Their results show that some reduction in the edge
degradation is possible with the use of adaptive zeros in the predictor. While the use of these
predictors improves the edge reconstruction there is still significant degradation in the edges. One
technique to further improve the edge performance was developed by Schekall and Sayood (6], which
uses the Jayant quantizer as an edge detector. The overload noise is then reduced by sending a
quantized representation of the noise through a side channel. The advantage of this approach is

that it can be added to existing ADPCM systems. The disadvantage is that the use of a side

channel introduces synchronization problems. In this paper we propose a different approach for






edge preservation which does not require a side channel. This approach is described in the following

section.

3. Proposed Approach

The approach taken in this paper is a variation on the standard rate-distortion tradeoff. The basic
idea is that the slope overload noise can be reduced by increasing the rate. However rather than
increasing the rate for encoding each and every pixel, there is only an instantaneous rate increase
whenever slope overload is encountered. The way this is implemented is outlined in the block
diagram of Fig. 2. A DPCM system is followed by a lossless encoder at the transmitter. At the
receiver tlie inverse operations are performed. The DPCM systemn differs {rom standard DPCM
systems in (hat the quantizer being used effectively has an unlimited number of levels. In practice
what this means is that if the input has 256 levels, which is standard for monochrome images, then
the DPCM quantizer will have 512 levels. ‘This effectively eliminates the overload noise making

the distortion a function of the quantizer stepsize A. Of course by itself it also ecliminates any

The compression is obtained by use of the lossless enceder. The lossless encoder output alphabet
consists of N codewords. These codewords correspond to N consecutive levels in the quantizer.
Let the smallest level be labeled g and the largest level be labeled zp. If the quantizer output
e (k) is a level between zy, and zy, then the lossless encoder puts out the corresponding channel
symbol. 1f, Lowever, e (k) is greater than z7, the encoder puts out n symbols corresponding to

zy and a symbol corresponding to e, (k) where

n = eg(k)/ x| and egn(k) = eo(k) (mod zz7)

A similar strategy is followed when ¢,(k) < zz. Thus the instantaneous rate is increased by a
function of n whenever the prediction error falls outside the closed interval [z, zH]

One of the consequences of this type of encoding is that it can generate runs of z; and zy
whenever the image contains a large number of edges. Tortunately the encoding scheme also
provides a significant number of special symbols (zy followed by a symbol for a negative level and
zy, followed by a symbol for a positive level) that can be used to encode these runs. When the size
of the lossless encoder output is increased, the number of special symbols available also increases
and the coding of the runs can be performed more efficiently.

These special sequences can also be used to signal a change of rate for applications in which






the available channel capacity changes with time. The actual change can be accommodated by
changing the stepsize and reducing the lossless encoder codebook size by the same amount. Several
of the systems proposed above were simulated. The results of these simulations are presented in

the next section.

4. Results

Before we provide the results using images, let us examine the performance of the scheme when
applied to a one-dimensional signal containing a simulated edge. This signal was first encoded using
a five-level quantizer. The results are shown in Fig. 4(a). As can be seen, it takes a little while for
the DPCM system to catch up. In an image this would cause a smearing of the edge. When the
proposad system with the same parameters is used there is no such effect, as is clear from Fig. 4(b).
The quaniizer in this case went into the recursive mode twice, once at the leading and once at the
trailing edun. To get an equivalent effect, a standard DPCM system would have to have a forty-level
quantizer. To show that this performance is maintained when the system is used with 2D images,
two svstens of the type described in the previous section have heen simulated. Both systems use the
following two-dimensional fixed predictor [T} p(k) = 2/33(k = 1)+ 2/3 &(k —256) — 1/3 (k= 257).
One of the svstems contains the lossless encoder followed by a ranfength encoder while the other
contains only the lossless encoder without the runlength encoder. The test images used were the
USC GIRL image, and the USC COUPLE image. Both are 250 X 256 monochrome cight bit images
and have been used often as test images. The objective performance measure were the Peak Signal

to Noize Ratio (PSNR) and the Mean Absolute Error (MAL) which are defined as follows:

A

255°

(s()) - (k) >

PSNR = 10log;o —

MAE =< |s(k) - §(k)| >

where < - > denotes the average value.

Several initial test runs were performed using different number of levels, different values of zp,
and different values of A to get a fecl for the optimum values of the various parameters (Given
zr, and A, zj7 is automatically determined.). We found that an appropriate way of selecting the

value of z, was using the relationship






where |z] is the largest integer less than or equal to z, and N is the size of the alphabet of the
lossless coder. This provides a symmetric codebook when the alphabet size is odd, and a codebook
skewed to the positive side when the alphabet size is even. The zero value is always in the codebook.

As the alphabet size is usually not a power of two, the binary code for the output alphabet will
be a variable length code. The use of variable length codes always bring up issues of robustness
with respect to changing input statistics. With this in mind, the rate was calculated in two different
ways. The first was to find the output entropy, and scale it up by the ratio of symbols transmitted
to the number of pixels encoded. We call this rate the entropy rate, which is the minimum rate
obtainable if we assume the output of the lossless encoder to be memoryless. While this assumption
is not necessarily true, the entropy rate gives us an idea about the best we can do with a particular
system. We also calculated the rate using a predetermined variable length code. This code was
designed with no prior knowledge of the probabilities of the different letters. The only assumption
was that the letters representing the inner levels of tle quantizer were always more likely than
the letters representing the outer levels of the quantizer. The code tree used is shown in Fig. 3.
Obviously, this will become highly ineflicient in the case of small alphabet size and small A, as in
this case, the outer levels zp, and zz; will occur quite frequently. This rate can be viewed as an
upper bound on the achievable rate.

The results for the system withont the runlength encoder are shown in Tables 1 and 2. Table 1
contnins the resilts for the COUPLE image, while Table 2 contains the results for the GIRL image.
In the table R denotes the entropy rate while Ry is the rate obtained using the Huffman code
of Fig. 3. Recall that for image compression schemes, systems with PSNR values of greater than
35 dB are perceptually almost identical. As can be seen from the PSNR values in the tables there
is very little degradation with rate, and in fact if we use the 35 dB criterion there is almost no
degradation in image quality until the rate drops below two bits per pixel. This can be verified by
the reconstructed images shown in Fig. 5. Each picture in Fig. 5 consists of the original image, the
reconstructed image and the error image magnified 10 fold. In each of the pictures, it is extremely
difficult to tell the source or original image from the reconstructed or output image. This subjective
observation is supported by the error images in each case which are uniform in texture throughout
without the edge artifacts which can be usually seen in the error images for most compression
schemes.

We can see from the results that if the value of A and hence z, is fixed, the size of the codebook

has no effect on the performance measures. This is because the only effect of reducing the codebook






size under these conditions is to increase the number of symbols transmitted. While this has the
etfect of increasingrthe rate, because of the way the system is constructed it does not influence the
resulting distortion. The drop in rate for the same distortion as the alphabet size increases can be
clearly seen from the results in Tables 1 and 2.

Table 3 shows the decrease in rate when a simple runlength coder is used. The runlength coder
encodes long strings of z7, and zy using the special sequences mentioned previously. As can be seen
from the tesults the improvement provided by the current runlength encoding scheme is significant
only for small alphabets and small values of A. This is because it is under these conditions that
most of the long strings of zy, and zj; are generated. However we are not as yet using many of the
special sequences in the larger alphabet codebooks, so there is certainly room for improvement.

Finally to show the effect of changing rate on the perceptual quality, the USC GIRL image was
encoded using three different rates. The top quarter of the image was encoded using a codebook
size of cizht and a A of two resulting in a rate of 4.37. The second quarter of the image was
encoded using a codebook of size five and a A of 4 resulting in a rate of 2.86. The bottom half of
the image waus encoded using a codebook size of three and A of eight resulting in a rate of 2.36.
The original and reconstructed images are shown in Fig. 6. The fact that the image is coded with
three Jifforent rates can only be noticed if the viewer is already aware of this fact and then only
after very clase scritiny. The fact that the image was encoded using three different rates is clear
though in the magnified error image shown in Fig. 7. This property of the coding scheme woitld be
extremely useful if changes in the transmission bandwidth forced the coder to operate at different
rates.

To see how this algorithm performs on a relative scale, we compare it to the differential scheme
proposed by Maragos, Shafer and Mersereau [8]. The system proposed by Maragos et. al. uses a
forward adaptive two dimensional predictor and a backward adaptive quantizer. The coefficients
are obtained over a 32x32 or a 16x16 frame and transmitted as side information. The proposed
system (we fecl) is considerably simpler, because of the lack of any need for adaptation and side
information; however, the results compare favorably with the system of {8]. Comparative results
are shown in Table 5. The results were obtained by varying the stepsize A until the rate obtained
was similar to the rate in [8], and then comparing the PSNR. As in (8], to obtain rates below one
bits/pixel several coder outputs were concatenated into blocks which were then Huffman encoded.
For the results shown in Table 5, we used a block size of three. Given a five-level recursive quantizer,

this corresponds to an alphabet size of 125, which would be somewhat excessive for a simple






implementation. (In {8] block sizes of four to eight are used with two- and three-level quantizers.)

The above comparison is not meant to indicate that the two systems being compared are
exclusive. A case can be made for combining the good features of both systems. For example,
the prediction scheme described in [8] could be combined with the quantization scheme described
here. However, it was felt in this particular case that the advantages to be gained by the addition
of a forward adaptive predictor were offset by the increase in complexity and synchronization

requirements.

5. Conclusion

We have demonstrated a simple image coding scheme which is very ecasy to implement in realtime
and has excellent edge preservation properties over a wide range of rates.

This svstem would be especially useful in transmitting images over channels where the available
bandwidth may be vary. The edge preserving quality is cspecially useful in the encading of scientific

and medical hnages.
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Size = 3 Size = 5 Size = 8
Delta | MAE | PSNR | R, Ry | R Ry | Rt Ru

0.50 | 51.12 | 4.45 4.89 | 3.88 4.79| 3.66 4.79
0.96 | 46.56 | 2.82 2.85|2.64 2.77|2.58 2.76
8 1.86 | 41.17 | 1.78 1.85|1.74 1.80|1.73 1.79
16 3.54 | 3563 | 1.06 1.37]1.05 135|105 1.34
32 6.82 | 30.04 | 0.56 1.14]0.55 1.130.55 1.13

2
4

Table 1: Performance results for the COUPLE image, alphabet size 3, 5 and 8.

. Size =3 Size = 5 Size =8

Delta | MAE | PSNR | R, Ry | R, Ry | R Ry
2 0.49 | 51.17 | 5.01 5.78 | 4.26 5.66 | 4.01 5.61
4 (.99 46.37 | 3.17 3.28|2.93 3.17]2.86 3.4
S 1.08 | 40.79 | 2.02 2.05}1.96 199|195 197
16 3.74 3524 11.21 1.4411.19 1421 1.19 1.1
32 6.90 | 29.86 | 0.63 1.16 | 0.63 1.16 | 0.63 1.16

Talle 2: Performance results for the GIRL image, alphabet size 3, 5 and 8.






Size = 3 Size = 5 Size = 8
Without With Without With Without With
Delta | RL Encoder RL Encoder | RL Encoder RL Encoder | RL Encoder RL Encoder
2 5.01 4.58 4.26 4.06 4.01 3.95
4 3.17 3.05 2.93 2.90 2.86 2.86
8 2.02 2.01 1.96 1.96 1.95 1.95
16 1.21 1.21 1.19 1.19 1.19 1.19
32 0.63 0.63 0.63 0.63 0.63 0.63
Table 3: Comparison of Entropy rates between systems with Runlength
(RL) Encoder and without RL Encoder for GIRL image.
Size = 3 Size =5 Size = 8
Without With Without With Without With
Delta | RL Encoder  RL Incoder | RL Encoder RIL Encoder | RL Encoder RL Encoder
2 2045 4.05 3.88 3.66 3.66 3.61
4 2.52 2.09 2.6 2.01 2.58 2.58
3 1.73 1.75 1.74 1.73 1.73 1.73
15 1.06 1.06 1.05 1.05 1.05 1.05
32 0.56 0.55 0.55 0.55 0.55 0.55

Table f: Comparison of Entropy rates between systems with and without
the Runlength Encoder for the COUPLE image.

Results from (8]
(Frame size=32, 3 level AQR)

Results from proposed system
(alphabet size )

Rate PSNR Rate PSNR
0.74 30.3 0.74 31.13
0.53 31.6 0.84 32.1
0.93 32.6 0.94 33.1
1.03 33.4 1.03 33.9

Table 5: Comparison of proposed system with that of [8].
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Figure 3. Variable Length Code Tree
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A ROBUST COMPRESSION SYSTEM FOR LOW BIT RATE
TELEMETRY - TEST RESULTS WITH LUNAR DATA

Khalid Sayood and Martin C. Rost
Department of Electrical Engineering

University of Nebraska
PROBLEM STATEMENT

The output of a Gamma Ray detector is quantized using a 14 bit A/D
converter. The number of each of the 214 or 16,384 levels occurring
in a 30 second interval is counted. In effect, a histogram of the
gamma ray events is obtained with 16,384 bins. The contents of these
bins are to be encoded without distortion and transmitted at a rate
less than or equal to 600 bits per second. Thus the contents of the
16,384 bins are to encoded using 18000 bits. The encoder should be

simple to implement and require only a minimal amount of buffering.
PROPOSED SYSTEM
Encoder

The contents of the bins are treated as a sequence for purposes of
encoding. The proposed system encoder can be divided into two stages
(three if a Huffman coding option is used. See Figure 1.) The first
stage is a leaky differencer whose input/output relationship is given

by
zn = Xpn - [ axp-1 ]
where [t] is the largest integer less than or equal to t. The reason

for using a leaky differencer is to allow the effect of errors to die

out with time.
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The output of the differencer forms the input for the second stage
which is a modified runlength encoder. The encoder codebook contains

six different types of symbols.

Mn - symbol used to represent negative differencer
output values, for example, the differencer
output values -1, -2,...,-n, are represented

by the symbols M1, M2,...,Mn, respectively.

Pn - symbols used to represent positive differencer values,
they are coded similar to the Mn symbols. Thus a
differencer output value of +3 would be represented by the
symbol P3.

Zn - symbols used to represent string of zeros of
length n. Since the number of Z-symbols is

kept small, these symbols represent "short"
string of zeros (0-strings), while the S0~ and
S1-symbols to be introduced later represent

"long" O-strings.

BR - In the encoding scheme that follows, there
will sometimes be a need to specify the end of
a seguence. The BR or break symbol is used

for this purpose.

SOXX - symbol used to represent long 0-strings. The
S0 symbol indicates that a 0-string is being
represented while X stands for a four bit
word. XX is thus an eight bit word specifying
the length of the 0-string.

S1XX - symbol used to represent long 0-strings that

are followed by a 1. It is constructed in the

same manner as the SO0XX symbol.
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Each symbol, Mn, Pn, 2Zn, BR, SO, and S1 is represented by a four bit
word. The number of symbols in the encoder codebook is
o(M)+o(P)+o(Z)+3 where o(M), o(P), and o(Z) are, respectively, the
number of negative source symbols, positive source symbols, and short
o-strings symbols to be channel coded. AsS each symbol is represented
by 4 bits, a total of sixteen encoder symbols are possible. In our

coding scheme, o(M) is set to 2, o(2) to &, and o(P) to 5.

This means that if the differential output is -1, -2, 1, 2, 3, 4, 5 or
a string of zeros of length five oOr less, it can be represented by a
single symbol. what if the differential output is a positive value
larger than five or a negative value jess than -2? In such cases the
largest (in magnitude) Mn or Pn symbol is used as a concatenation

symbol. As an example, consider encoding the value 18.

since o(P) 1is 5, the largest positive value that can be coded with a
single symbol is 5. If P5 is also used as a concatenation symbol,
larger source values can be coded. In this case, 18 can be coded as
ps P5 P5 P3. The receiver accumulates a total for all the P5 symbols
consecutively received until a non-P5 symbol 1is received. This symbol
is used to complete the current source value. In this case, P3

indicates the source value is 18.

In the case where the source value is a multiple of the maximum P-
symbol value some confusion can occur in the decoding process.
consider the coding of the source values 10 followed by 8. In this
case, four source symbols are required to code these values but, the
receiver decodes them as a 18. To overcome this problem the break
symbol (BR) is used. This symbol carries no data value put, is used
by the receiver to prematurely stop the accumulation of p-symbols.
Specifically, 10 and 8 are coded as pP5 P5 BR P5 P3. The receiver
stops constructing the first source value when the BR is_encountered

and start constructing the next with the following P5 symbol.
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If a source value to coded is negative, the above procedure is used
with the allowed M-symbols along with the BR symbol to prevent
incorrect receiver decoding. For example, -3 would be encoded as M2M1
and -4 would be encoded as M2M2EBR.

In this particular application, the tails of a given signal frame
contain 1long runs of zeros that are separated by non-zero data
values. It is very 1likely that these O-string separators take the
value 1. Thus, it is beneficial to code these runs with one of the
following two symbols, each of which is three code words in length:

S0 x y a 0-string of length Xy (base 16).
S1 x y a O-string of length xy (base 16) followed a 1.

For example, the symbol, S0 4 o0, represents a string of 64 Os, and the
symbol, S1 4 0, represents a string of 64 0s followed by a 1. If the
separating data value is not 1, then additional source symbols follow
the S0 symbol to complete the description of its value. The maximum
length of 0O-string that can be coded with this type symbol is 255 (FF
base 16). If a string of length greater than 255 is encountered, a

concatenation rule must be applied.

Since the symbols S0 0 0 and S1 0 0 are not assigned, they are used as
O-string concatenation symbols. They are used to indicate the fact
that a O-string is to be built whose length is greater than 255, Each
time one of these symbols is used it is assumed that a O-string of
length greater than 255 is being coded, and additional information is
to be provided on its length by the following symbols. A O-string is
terminated if the last SO0-symbol indicates a length value other than
00 for xy.

For example, if a O-string of length 300 is followed by a 1, two
source symbols (six channel words) are required to code the string: S1
0 0 Ss1 2 D. The value for Xy of the first symbol is 00, so the o0-
string is continued using the following Sl-symbol(s). In this way, oO-

240







strings of arbitrary length can be constructed Dby concatenating as
many S1 0 O symbols as needed to bring the overall reconstructed 0-
string length to within 255 Os of its full length. The final S1-
symbol in such a series which does not have a 0 0 length indicator
terminates the O-string concatenation process. Since the S1 symbol is
being used this 0-string is automatically followed by a 1. Consider
coding a O-string of length 300 that is followed by a -1. Two SO-
symbols (six channel words) are required to code the O-string, and
one M-symbol (one channel word) is required to code the -1: S0 0 O SO

2 D M1 for a total of seven channel words.

Since the 1long runlength symbols require three channel words each, an
excessive amount of channel capacity can be wasted when coding short
runs of 0s. As a consequence, a group of cshort run symbols that use
only one channel word each are used to alleviate this problemn. The
identifier for these symbols 1is Zn (where n represents the length of
the 0-string). For example, a run of 5 0s is represented by the
symbol Z5. The coding length of a short 0-string using Zn symbols
only improves the overall coding rate if the short O-string is coded
with fewer channel bits when using the 2z-symbols instead of the SO-

and Sl-symbols.

Consider the following example for coding a string of 10 0s. Since
o(z) is 6, to code this O-string using z-symbols takes two channel
words: Z6 Z4. But, when coded using an so-symbol it takes three
channel words to code this 0-string: SO O A. Therefore, the Z-symbol
coding is more channel efficient. Since an SO0- (or S51-) symbol always
require three channel words, the only way to guarantee that short O-
strings are coded efficiently is to set the maximum number of short zZ-
symbols in a single 0-string coding to two. Thus, for an o(z) of 6,

the maximum O-string length to be Z-symbol coded is 12.
The encoder described above has two main characteristics. First, it

has been designed for the specific task noted in the problem

statement. No claims are made regarding its suitability for other
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tasks. The second characteristic is its simplicity. The encoding
operation requires a very small amount of computation. Furthermore,
the onboard memory requirements for buffering are minimal.

If Huffman coding is to be used, the final stage of the encoder is a
Huffman coder. This will, of course, increase the complexity of the
encoder and may make the system more vulnerable to channel errors.
Therefore, if at all possible we will avoid using a Huffman coder.

Decoder

The decoder for the proposed system consists of three stages. The
first stage of proposed system decoder is maximum A Priori Probability
(MAP) receiver(G). The MAP receiver design is based on the assumption

that the output of the encoder contains dependencies.

The MAP design criterion can be formally stated as follows: For a
discrete memoryless channel (DMC), let the channel input alphabet be

denoted by A = {ap,az,...,amM-1}), and the channel input and output
sequences by Y = {(Yo,¥1,--.,¥1-1}) and ¢ = {90,91,...,9L_1},
respectively. If A = (Ay} is the set of sequences Aj; =
(ai,Orai,lr---rai,L—l):ai,kEA/ then the optimum receiver (in the sense

of maximizing the probability of making a correct decision) maximizes
P[C], where
P[C] = P{C|Y]P[Y].
[C) =g PLC|T]P[Y]

This in turn implies that the optimum receiver maximizes P[C|Y]. When
the receiver selects the output to be Ak, then P[C|¥] = P[Y = Ap|?].

Thus, the optimum receiver selects the sequence Ax such that
PY = Ap|Y] > P(Y = A;[¥] Vi.
When the channel input sequence is independent, this simplifies to the

standard MAPpP receiver(G). Under conditions where this is not true,

the receiver becomes a Sequence estimator which maximizes the path
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metric. ElogP(yi|yi,yi_1)(5). The path metric can be computed for a
(4)

particular system by rewriting it using the following relationship

P[¥i = anlyi = aj1Plyi = aj|¥Yi-1 = 2nl

Ply; = aj|¥i = an/¥i-1 =an] = -
3, Plyi = a1|yi-1 = anlP(¥i = anlyi = a1]

Notice that the right hand side consists of two sets of conditional
probabilities (P[¥ilyil} and (Plyilyi-11}. The first set of
conditional probabilities are- the channel transition probabilities
while the second depend only on the encoder output. The two are
combined according to the above relationship to construct an M X M X M
lookup table for use in decoding. The structure of the MAP receiver
is that of the Viterbi decoder (4:5) .

The second stage of the decoder is the inverse operation of the
modified run-length encoder. The operation of this stage has already
peen described in the previous section. The final stage of the
decoder is the inverse of the differential operation with an input

output relationship

Xp = 2z2pn t+ [@aXp-1]

RESULTS

In this section we present results obtained by using the proposed
system of the previous section. The data used was provided by Ms.\
M. Mingarelli-Armbruster of the Goddard Space Flight Center. This
data was generated according to a Poisson distribution where the
Poisson parameter was obtained from ten hours of lunar data. Both
noisy and noiseless channel performance of the proposed system were
examined via Monte-Carlo simulation. A total of twenty, 30-second
intervals were used in the tests. The performance was compared with
the Rice algorithm(1’3).

Before proceeding with the results, some caveats are in order. First,
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the name Rice algorithm is a misnomer. What is presented(1-3) is not
an algorithm but an approach. 1In this approach, a suite of algorithms
is used to encode sections of the data, and the most efficient
algorithm for that particular section of data is selected. In this
way, data with very different statistical profiles can be
accommodated. Thus what is presented(1'3) could more correctly be
called the Rice Universal Coding Approach (RUCA). What we compare
against here are algorithms presented(1‘3) as examples of the RUCA.
These algorithms were constructed for use in very general situations.
As opposed to this, the particular algorithm presented here has been
designed for a specific task. A final observation is that the encoder
presented in this paper could very easily be used as the first stage
of the RUCA. However, this would result in a rather complex encoder
and substantial increase in the need for onboard memory over the
proposed design. Therefore, if the algorithm presented in the
previous section satisfies the requirements in terms of rate and

robustness, such a step would be undesirable.

The results of the tests with both algorithms are presented in Table 1
and Table 2. The number of bits required to code twenty thirty-second
intervals and the average rate needed for both algorithms is presented
in Table 1. The second and third columns contain the total number of
bits and the rate when the Rice algorithm is used. The average rate
over twenty intervals is 719 bits per second. Columns three to six
present the results obtained by using the proposed algorithm. The
first two columns contain the results for the case where the Huffman
coder was not used while the last two columns contain the results for
when the Huffman coder formed the last stage of the encoder. The rate
without the Huffman coder averaged over twenty intervals is 595 bits
per second while the average rate when the Huffman coder is used is
522 bits per second. These results indicate that the proposed system
will satisfy the specifications (coding rate below 600 bits per
second) both when the Huffman coder is used and when it is not. As
both systems meet the target and as the inclusion of the Huffman coder

increases both the complexity and the vulnerability of the system to
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channel noise, we elected to use the system without the Huffman coder.

Table 2 provides the performance of the algorithms under noisy channel
conditions. Three performance measures are used, namely, mean squared
error (MSE), mean absolute error (MAE), and the number of decoded
values which are in error. Note the very large difference between the
performance of the Rice algorithm and the proposed algorithm. Also,
the proposed algorithm maintains a robust performance at extremely
high error rates. In fact, under even highly adverse conditions the
mean squared error ije almost constant, and +he number of erroneous
decoded values is about 25% of the total. However, the performance
of the algorithms at high error rates may be irrelevant in this
particular situation. The reason being that the transmitted data will
be well protected by a channel coding scheme consisting of a Reed-
Solomon coder followed by a convolutional coder. This combination is
expected to keep the average probability of error on the coded channel
below 2 X 1076.

Finally, we examine the relative complexity and puffer requirements
for the two algorithms. The proposed algorithm can be easily realized
with a simple program implemented using a microprocessor. Based on
the memory requirements for the simulation program used in this study,
the memory needed for actual implementation should be about 1 K. The
only time buffering may pe required is when a large differencer output
is encountered, and the encoder has to generate several channel
symbols for one input. Depending on the way the entire system 1is
implemented, the buffer requirements could range from a single symbol

puffer to perhaps a sixteen symbol buffer.

As opposed to this, the Rice algorithm by its very nature, being a
universal coding algorithm, is quite complex. Each block of data is
encoded using a number of candidate algorithms; the algorithm which
provides the most efficient encoding is then selected. Each of the
candidate algorithms is itself relatively complex though some very

ingenious techniques are used to make subunits of one algorithm common
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to several candidate algorithms. Because several passes are required
to do the encoding, the buffering requirements for this approach are

substantial.

These differences in complexity are very natural based on the
different objectives of the two algorithms. The proposed system is
designed for a very specific situation while the Rice algorithm is

designed to handle general situations.

246







.
ks

coding rates with the
denotes the results f

LR RS

e e ey e e

RICE ALGORITHM

INTERVAL TOTAL RATE
BITS

1 21,647 721.6
2 21,385 712.8
3 21,530 717.7
4 21,562 718.7
5 21,666 722.2
6 21,424 714.1
7 21,841 728.0
8 21,630 721.0
9 21,719 723.9
10 21,568 718.9
11 21,308 710.3
12 21,509 716.9
13 21.633 721.1
14 21,822 727 .4
15 21,296 709.8
16 21,701 723.4
17 21,058 701.9
18 21,312 710.4
19 21,713 723.8
20 21,888 729.6

OVERALL

AVERAGE 718.7

TABLE 1

or the case where the Huffman Coder was u

PROPOSED ALGORITHM

Rice Algorithm and the proposed Algorithm, (HC)

sed.

TOTAL RATE TOTAL BITS RATE
BITS (HC) (HC)
17,832 594.4 15,733 524.4
17.528 584.3 15,345 511.5
17,784 592.8 15,520 517.3
17,840 594.7 15,691 523.0
18,144 604.8 15,883 529.4
17,504 583.5 15,457 515.2
18,048 601.6 15,882 529.4
18,096 603.2 15,907 530.2
18,132 604.4 15,843 528.1
18,096 603 .2 15,695 523.2
17,604 586.8 15,438 514.6
17,728 590.9 15,580 519.3
17,780 592.7 15,581 519.4
18,016 600.5 15,913 530.4
17,564 585. 4 15,361 512.0
17,956 598.5 15,872 529.1
17,296 576.5 15,139 504.6
17,688 589.6 15,449 514.9
18,160 605.3 16,033 534.4
18,292 609.7 16,125 537.5

595.1 522.4

247






TABLE 2
Performance of the algorithms under noisy channel conditions.

RICE ALGORITHM

MEAN MEAN # OF
PROBABILITY SQUARED ABSOLUTE DECODED
OF ERROR ERROR ERROR ERRORS
1076 0.0760 0.023 140
1072 4.07 0.45 1,908
1074 31.49 3.14 10,177
1073 479.22 16.03 15,658
10~2 8,562.87 76.75 16,189

PROPOSED ALGORITHM

MEAN MEAN # OF
PROBABILITY SQUARED ABSOLUTE DECODED
O ERROR ERROR ERROR ERROR
10-6 2.4 X 1072 1.2 X 1072 1
1075 0.026 0.016 218
1074 0.17 0.14 1,287
1073 0.78 0.28 2,944
1072 6.81 0.71 3,765

SUMMARY AND CONCLUSIONS

We have presented a robust noiseless encoding scheme for encoding the
gamma ray spectroscopy data. The encoding algorithm is simple to
inplement and has minimal buffering requirements. The decoder
contains error correcting capability in the form of a MAP receiver.
While the MAP receiver adds some complexity, this is limited to the
decoder. Nothing additional is needed at the encoder side for its

functioning.
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Delier utlizanon of chanack capactty.  Ene video Coder will require tinerent CRANNe Capavity oLt tine

but the network will provide a chasnel whose capacity changes depending on the trafiic in the network.

Therefore, the ineractions between the coder and the network have 1o be considered and be incorporated
into the requirements for the coder. These requirements include:

1. Adapwability: The video source has a varying information rate. The encoder should therefore gencrate

-
- . = crent bit rales corresponding to the varying information rate.

: C\_ A ROBUST LOW-RATE CODING SCHEME FOR PACKET VIDEO .

- A(\ﬂu 2, insensitivily © errort The coding scheme has 1o be robust 10 packet 1oss so as 10 preserve the image
\,

W, g ) quality. Recall that retransmission is impossible because of tight liming requirements.

m Y.C. Chen. K. Savood and D. J. Nelson ._,ﬁ ’ 3. Control of coding rate: Sensing the heavy traffic in the network, the coding scheme is required to adjust

_ Department of Electrical Enyincering . P..A. the coding rate. In the casc of a congested network, the coder could be switched o another mode

ter for Communicaton and Information Sciene LN . . . . . .
Mnﬂ.um ‘E‘ Wﬂ dm _M,M: .nEM: auon acience - which generaies fower bits with a minimal degradation of image quality.
niversity of Nebraska-Linco /JV

1. INTROLCUCTION
Duc 0 the rapidly evolving field of image processing and networking, video information promises
1o be an important part of tomomow's telecommunication system. Up 0 now, video transmission has been

mairly transported over circuil-switched networks. It is quite likely that packet-switched networks w

dominate the communications world in the near future, Asynchronous transfer made (ATM) techmiques
in broadband-ISDN can provide a flexible, independent and high performance environment for video
communication. Therefore, it 1s necessary 10 develop techniques for video transmission over such networks.

The recent literature contains a number of proposed packet video schemes. Verbiest and Pinnoo
proposcd a DPCM-based system which is comprised of an intrafield/interframe predictor, a nonlinear
quantizer, and a variable length coder(1). Ghanbari has simulated a two-layer conditional replenishmeant
codec with a first layer based on hybrid DCT-DPCM and second layer using DPCM{2). Darragh and
Baker presenied a sub-band codec which attains a user-prescribed fidelity by allowing the encoder’s
compression rate W vary{3). Kishino et al. describe a layered coding technigue using discrete cosine
tansform coding, which is suitable for packet loss compensation(4]. Karlsson and Veterli presented o
sub-band coder using DPCM with 2 nonuniform quantizer foliowed by run-length coding for baseband and
PCM with run-length coding for nonbaseband(5). In this paper, a different coding scheme called MBCPT
is investigated. Unlike the methods mentioned above, MBCPT doesn’t use decimation and inlerpolation

filters 10 separate the signals into sub-bands. However it does have the auractive property of de

separately with high frequency and low frequency information. This separation is obtained by the use
of variable blocksize transform coding[6].
To deliver packets in a himited time and provide a real tiine service is a difficull resource

allocation and control problem, especially when the source generates a high :

packet-switching networks, packet losses are incvitable, but use of o packet-s»
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4. Purallel architecture: The coder should preferably be implemented in parallel. This would allow the
coding procedure to be run at a lower rte in many parallel streams.
In the next section, we investigale the proposed coding scheme to see how well it sausfics the

above requirements.

1I. MIXTURE BLOCK CODING WITH PROGRESSIVE TRANSMISSION

Mixture Block Coding (MBC) is a vanable-blocksize transform coding algorithm which codes
the image with different blocksizes depending upon the complexity of that block area.{6] When using
MBC, the image is first divided into maximum blocksize blocks. After coding, the distortion between
the reconstructed and original block is calculaied. The block being processed is subdivided into smaller
blocks if that distortion fails © meet the predetermined threshold. The coding-testing procedure continues
undl the distostion is smail enough or the smatlest blocksize is reached.

MBCPT is a multipass scheme in which each pass deals with different blocksizes. The first pass
codes the image with maximum blocksize and ransmiis it immediately. Only those blocks which fail 1o
meet the distorion threshold go down 10 the second pass which processes the difference image block,
coming from the original and coded image obtained in the first pass, with smaller blocks. The difference
image coding scheme continues until the final pass which deals with the minimum size block. At the
receiving end, a crude image is oblained from the first pass in a short ime and the data from following
prasses serve 10 enhance it. The coding structure is similar 10 a quad tree structure proposed by Dreizen(7),
and Vaisey and Gersho[8). In the quad vee coding stucture used in this paper, a 16x16 block is coded
and the distortion of the block is calcutated. If the distortion is greater than the predetermined threshold
for 16x16 blocks. the block is divided into four 8x8 blocks for additional coding. This coding-checking
procedure is continued undl the only image blocks not meeting the threshold are those of size 2x2.

The coding technique used is the discrete cosine transform.  For all blocksizes, only four

coeflicients of the usnsform, including the de and three Jowest order frequency coefficients, are coded and

dre set o zene. The de coefficient in the first pass is coded with an 8-bit uniform quanuzer. In the

paise wcian distribation and a 5-bit optimal laplacian nonuniform quantizer is used.

1 LBG vector quantizer with o 512 codebook size is used to gquantize the vector which
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comprises the three ac coclficients. The threshold of each pass has to be pre-selected and is readjustable

during the operalion according w the channel condition and qualily required. Because only partial blocks

which fail 0 meet the distortion threshold need to be coded, there must be some side information (@
instruct the receiver how 10 reconstruct the onginal image. One bit of everhead is needed for cach block.
If a block is 10 be divided, a 1 is assigned to be its overhead; if not, a 0 is assigned.

The interframe coder used in this paper is a differenual scheme. This coder processes the
difference image comiag from the curtent frame and the previous frame which 15 locally deconded using
data from (he first three passes. Only the data from the first three passes is used becuuse, while under
conditions of no packet loss there is almost no difference between using three passes and using all four
passes, Lhere is substantially less degradation in the former approach when there is packet loss. This can

be seen from the results in Fig. 1. In this paper, the Kronkite motion sequence with 16 frames is used as

the simulauon source. Every image consists of 256x256 pixcls with graylevels runging from 0 to 255. Itis
similar to a video conferencing type image which has neither rapid motion nor scenes changes. No motion
detection or motion compensation technigues are used but could be implemented when broadeasuing video.

From the datastrcam output listed in Table 1, we can sce that the data in pass 4 represents 30-40%
of the entire data. Pass 4 is primarily responsible for the clarity of the image and is usually labeled with
the lowest priority in the network. We therefore call this the least significant pass(LSP). The packets
containing this dawa have substantial possibility of being discarded due 10 low priority. As they are not

used in the prediction process, their loss does not cause error propagation.

OI. INTERACTION OF THE CODER AND THE NETWORK

The network simulator used for this study was a modified version of an existing simulator
developed by Nelson et al(9]. Details of this simulator can be found in {10, 11}, When the video data is
packed and sent into a nonideal retwork, some problems emerge.
A. Packetization

The task of the packelizer is to assemble video information, coding mode information, if it exists,
and synchronization information into transmission cclls. In order to prevent the propagation of tie eror
resulting from the packet loss, no dawa from the same block or same frame is separated inw different
packets. As the segmentation process in the transport layer has no information regarding the video format,
the packetization process has to be integrated with the encoder. which is in the presentation Liyer on the
user’s premise. Otherwise, some overhead has 1o be added into the datastream 1o guide the tmnsport laver
1o perform the packetization in the desired manner,

Every packet must contain an absolute address which indicates the location of

it caries. Because every block in MBCPT has the same number of Lits in cach puse, tiere is ro ne

to indicate the relative address of the following blocks contained in the same puckei. Fixed

packetization is used in this paper for si
B. Error Recovery

There is no way W guarantee that packets won't get jost afier

loss can be mainly attributed 10 bit errors in the address field, lea
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or due © congestion which exceeds the networks management ability causing packets to be discarded.
Effects created by higher pass packet loss (like pass 4) in MBCPT coding will be masked by the basic
passes and replaced with zeros. The distortion is almost invisible when viewing at video rates because
the lost area is scatiered spatially and over time. However, low pass packets loss (like pass 1), though
rare duc o high priority, will create an erasure cffect which can be quile objectionable. Replacing lost
daa with reconstructed values rom the corresponding arca in the previous frame s not very effective.

ion detecuon and mouon compensation could be used to find a best malched area for replacement

:n the previous frame.

Side information in the MBCPT decoding scheme is very important. To prevent this vital
information from getting lost, error control coding can be applied in both directions along with and
perpendicular 1o the packetization. The former is for bit error in the dawa field while the latter is for
packet loss. The minimum distance that the error control coding should provide depends on the network’s
probability of packet loss, correlation of such loss and channel bit error rate. Also, as the output rate of
side information and pass 1 and even pass 2 is quite steady, a fixed amount of channel capacity could
be allocated 1o these outputs to ensure their timely arrival. That means circuit-switching can be used
for important and steady data.

C. Flow Control

In order 1o shield the viewer from severe network congestion. Flow control schemes can be used.
If the encoder is aware of congestion in the network, it can adjust its coding scheme to reduce the output
rale. In the MBCPT coding scheme, if the output buffer cxceeds a given threshold, the encoder can swich
10 a coarse quantizer with fewer steps or loosen the threshold to decrease its output rate. In this way, smooth
quality degradation is obtainable. Of course, this also complicates the encoder design. It is also possible

10 use the congestion control of the network protocols o prevent the drastic quality change by assigning

crent priorities Lo packets from different passes. In the MBCPT coding scheme, side informauon and
packets from pass 1 are assigned highest priority and higher pass packets are assigned decreasing priority.
D. Interaction with protocols

In the ISO model, physical, datalink and network layers comprise the lower layers which form a
network node. The higher layers which consist of transport, scssion, presentation and application layers,
typically reside in a customer’s premises and perform all the functions of the packet video coder. The
transport layer does the packetization and reassembly. The scssion layer supervises set-up and tear-down
for sessions which have dufferent types and quality. The quality of a set-up session can be determined

by the threshold in the coding scheme and the priority assignment for transmission. Of course, the better

ty, the higher the cost Fig. 2 shows the trndeoll between PSNR and video oulput rate by

thresholds. The preseniation Jayer does most of the signal processing, inclading separation and
wession. Because it knows the video format exactly, if any error concealment is required, it will be
jeifenned here. The application Layer works as a boundary between the user and the network and deals

the analog-digita] signal conversion.
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[V. RESULTS FROM PACKET VIDEO SIMULATION
The results obtained in this packet video simulation show that a reasonable compression with

good image quality can be obtained using the proposed scheme. The monackrome sequence used i this

simulayon corresponds 1o a bit rate of 15.3 Mbits/s, given a video rate of 30 frames/s. As Tal

> 1 shows,

the average data rates of our system is 1.539 Mbits/s. The compression rate is aboot 10

J mean
PSNR of 38.74 dB. Fig. 3 shows the data rate of the sequence frames with side information. 4 pasaes and
toial rate. It is clear that data rate of pass 1 is constant as long as the quantization moxle is kept the same
Side information and data from pass 2, even pass 3, is quite steady. The dawa rate of pass 4 s bursty
and highly-uncorrelated. Fig. 4 shows the PSNR for cach frame in the sequence. The standard deviauon
is only 0.2 dB. In the simulation, the same threshold is used throughout the sequence. I constant visual
quality is desired, a varying threshold can be used for different frames. That will generate a more vanable
bit rate and, of course, motion detection would be required

From the difference images of this sequence, frames 1-8 seem quite motionless while frames 9-13
conlain substantial motion. We adjusted the traffic condition of the network to force some of the puckets
to get lost 50 as to check the robustness of the ceding scheme. Heavy traffic is set up in the motionless
and motion period separately. The average packet foss percentage is 3.3% which is considered high for
most nelworks. Fig. S shows an image which suffers packel loss from pass 4. As can be scen, the cifect
of lost packets is not at all scvere, even if the lost packet rate is unrealistically high. Fig. 6 shows the case
when packet loss occurs in pass 1. Clearly there are visible defects in the motion period. Apparently the
replenishing scheme used here is not sufficient in areas with motion. Itis belicved that the performance can

be improved with a motion compensator algorithm which would find the appropriate arca for replenishment.

V. CONCLUSIONS

The network simulator was used only as a channel in this simulation. In fuct, before e real-ume
processor is built, a lot of statistics can be collected from the nktwork simuiater o improve upon the
coding scheme. These include ransmission deliys and losses from various passes under different netwaork
loads. For resynchronization, the delay jitter between received packets can also be estimaied from this
simulation, MBCPT has been investigaied for use over packet networks and has been feund o provide
huigh compression mte with good visual performance, robustness o packet lost, traciable integration with

neiwork mechanics and simplicity in parallel implementation. For fast moving scenes, tie diflerent

MBCPT scheme seems insufficient. Motion compensation, error concealment or cven attic

commands into the coding scheme arc believed to be useful 1ools o improve the perfomuance

be tie direction of future research.
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Table 1
OVERHEAD  PASS] PASS2 PASS3 PASS4 TOTAL
MEAN 65.28 130.56 214.50 591.87 538.86 1539.36
DEVIATION 8.70 00.00 32.82 95.37 210.00 311.85
MAXIMUM 77.04 130.56 280.56 735.84 821.52 19%0.80
MINTMIIN 44,88 130.56 136.08 384.72 21.84 1042.08

Output bit raie for cach and towl pass calculated with 30 frames/sec video rate. The maximum and
rum values are the instantaneous rates, which correspond o the respective maximum and minimum

numier of bits needed to encode a particular frame in the scquence. The unit is kilobats,
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1. INTRODUCTION

Tt is well known that a vector quantizer (VQ) [14) is an efficient coder offering a good trade-off
netween quantization distorion and bit rate. The most popular veclor quantizers are those constructed using
the well known LBG algorithm {2]. The performance of a vecior quantizer asymptotically approaches
the opimum bound with increasing dimensionality. However in the case of LBG VQ, increasing the

causes t1he scarch and implementation complexity 1o be greatly increased and practical

designs are therefore limited 1o low bit rates and small dimensionality. A vector quantized image suffers
from the following types of degradations: a) Edge regions in the coded image conlain staircase effects,
bt) Quasi-constant or slowly varying regions suffer from contouring effects, and, ¢) Textured regions lose

details and suffer from granular noise. Staircasc and contouring effects can immediatcly be spotted in an

image; on the other hand, the cffect of the granular noisc is ofien mitigated by the very nature of the
textured regions. All these three degradations are duc to the finite size of the code book, the distortion
measure used in the design and due to the finite training procedure involved in the construction of e
codz book. In this paper we present an adaptive lechnique which atiempts o amcliorate the edge distortion
and contouring ¢ffects.

In order 1o understand and evaluate the scverity of the degradatons caused by vector quantzauon,

amoonthy and Jayant performed several experiments by swapping regions in the coded image by the

whing regions in the uncoded original{S]. When the coded edge regions were replaced with the

corresponding regions of the uncoded original, the viewer failed to notice the granular and contouring

tons in the coded image. Careful examination over a Jong interval of time can indeed detect all
in the coded image. But a casual viewer who spent a few scconds of time 1n
e did not see the distortions, Given that edges are of such great importance, it

that regions containing edges be quantized with higher fidelity. However, 1o do so genc

codebook, which is not feasible with an LBG VQ
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A Robust Coding Scheme for Packet Video
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Abstract

Ve present a layered packet video coding algorithm bascd on a progressive
transmission scheme,  The algorithm provides good compression and can handle
signifcant packet loss with graceful degradaten in the reconstruction scquence.
Simulation results for various conditions are presented.

I. INTRODUCTION

Due to the rapid evolution in the ficlds of image prozessing and networking, video information
will be an impertant part of tomorrow’s telecommunication system. Up to now, video transmission
has been mainly transporied over circuit-switched networks. It is quite likely that packet-switched
networks will cominate the communications world in the near future. Asynchronous transfer mode
(ATM) techniques in brozdband-1SDN can provide a flexible, independent and high performance
environment for video communication. Therefore, it is necessary to develop technigues for video
transmission over such networks.

The classic approach in circuit switching is to provide a "dedicated path,” thus reserving
a continuous bandwidth capacity in advance. Any unused bandwidth capacity on the allocated
circuit is therefore wasted. Rapidly varying signals, like video signals, requirc too much
bandwidth to be accommodated by a standard circuit-switching channel. With a certain amount
of capacity assigned to a given source, if the output rate of that source is larger than the channel
capacity, quality will be degraded. If the generating rate is less than the available capacity,
the excess channel capacity is wasted. The use of packet networks allows for the utilization
of channel sharing protocols between independent sources and can improve channel utilization.
Another point that strongly favors packet-switched networks is the possibility that the integration
of scrvices in a network will be facilitated if all of the signals are separated into packets with
the same format.

Some coding schemes which support packet video have been explored. Verbiest and Pinnoo
proposcd a DPCM-based system which is comprised of an intrafield/interframe predictor, a
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nonlinear quantizer, and a variable length coder[1]. Their codec obtains stable picture quality
by switching between three different coding modes: intraficld DPCM, intcrframe DPCM, and no
replenishment. Ghanbari has simulated a two-layer conditional replenishment codec with a first
layer based on hybrid DCT-DPCM and second layer using DPCM[2]. This scheme generates
two type of packets: "guaranteed packets” contain vital information and "enhancement packets”
contain "add-on" information. Darragh and Baker presented a sub-band codec which attains
a uscr-prescribed fidelity by allowing the encoder’s compression rate to ‘vary[3). The codec’s
desion is based on an algorithm that allocates distortion among the sub-bands to minimize
channel entropy. Kishino ct al. describe a layered coding technique using discrete cosine
transform coding, which is suitable for packet loss compensation[4). Karlsson and Vetterll
presented a sub-band coder using DPCM with a nonuniform quantizer followed by run-length
coding for baseband and PCM with run-length coding for nonbascband(5]. In this paper, a
different coding scheme based on a progressive tranismission scheme called Mixture Block
Coding with Progressive Transmission (MBCPT) [6,7] is investigated. Unlike those methods
mentioned above, MBCPT doesn’t use decimation and interpolation filters to scparate the signals
‘310 sub-bands. However, it docs have the attractive property of dealing scparatcly with high
frequency and low frequency information. This separation is cbtained by the use of varable
blocksize transform coding.

This paper is organized as follows. First, some of the important characteristics and
requirenients of packet video are discussed. In Section 3, the coding scheme called Mixture
Block Ceding with Progressive Transmission (MBCPT) is presented. In Section 4, a network
simulator used in testing the scheme is introduced. In Scction 5, the simulation results are
discussed. Finally, in Section 6 the paper 1s summarized.

[I. CHARACTERISTICS OF PACKET VIDEO

The demand for various scrvices, such as telemetry, terminal and computer connections, voice
communications, and full-motion high-resolution video, along with the widc range of bit rates and
holding times they represent, provides an impetus for building a Broadband Intcgrated Service
Digital Network (B-ISDN). B-ISDN is a projected worldwide public telecommunications network
that will service a wide range of user needs. The continuing advances in the technology of optical
fiber transmission and integrated circuit fabrication have been driving forces to realize B-ISDN.
The idea of B-ISDN is to build a complete end-to-end switched digital telecommunication network
with broadband channels. Still to be precisely defined by CCITT, with fiber transmission, H4
has an access rate of about 135 Mbps.

Packet-switched networks have the unique characteristics of dynamic bandwidth allocation
for transmission and switching resources, and the elimination of channel structure. They
acquire and release bandwidth as needed. Because the video signals vary greatly in bandwidth
requirement, it is attractive to utilize a packet-switched network for video coded signals. Allowing
the transmission rate to vary, video coding based on packet transmission permits the possibility






of keeping the picture quality constant, by implementing "bandwidth on demand”. There arc
three main merits when transmitting video packets over a packet-switched network:

1. Improved and consistent image quality: if video signals are transmitted over fixed-rate
circuits, there is a need to keep the coded bit rate constant, resulting in image degradation
accompanying rapid motion.

2. Multimedia integration: as mentioned above, inicgrated broadband services can be
provided using unificd protocols.

3. Improved transmission efficiency: using variable bit-rate coding and channcl sharing
among multiple vidco sources, scenes can be transmitted without distortion if other
sources, at the same time, are without rapid motion.

However video transmission over packet nctworks also hes the following drawbacks:

1. Thre time taken to transmit a packet of data may change from time to Ume.

g

P.ckets may be delayed to the point where, because of constraints due to the Tuman
Vicgal System, they have to be discarded.

3. Hoadors of packets may be changed because of errors and delivered to the wrong receiver.
It vis 00 be cimphasized that the delay/lost effect can reach very high levels if tie combined
users’ requirement exceeds the acquirable pandwidih and may serously damage the quality of
the image.
VWihen the signals transmitted in the network are nonstationary and circuit-switching is used

vty Timited bandwidth, a buffer between the coder and the channel is needed to smooth out

the varving

rate. If the amount of data in the buffer exceeds a certain threshold, the encoder is
instructed 1o switch into a coding mode that has lower rate but worse quality to avoid buffer
overilow. In packet-switched networks, Asynchronous Time Division Multiplexing (ATDM) can
cfficiently absorb temporal variations of the bit-rate of individual sources by smoothing out the
aggregate of several independent streams in the common nctwork buffers(8].

To deliver packets in a limited time and provide a real time scrvice is a difficult resource
allocation and control problem, especially when the source generales a high and greatly varying
rate. In packet-switched networks, packet losses are inevitable, but use of a packct-switched
network yiclds a better utilization of channel capacity. However, it should be noted that the
varying rate requirements of the video coder may not be synchronized with the variations in
available channel capacity which changes depending on the traffic in the network. Therefore,
the interactions between the coder and the network have to be considered and be incorporated
into the requirements for the coder. These requirements include:

1. Adaptability of the coding scheme: The video source we are dealing with has a varying
information rate. So it is expected that the encoder should generate different bit rates by
removing the redundancy. When the video is still, there is no need to transmit anything.

2. Insensitivity to error: The coding scheme has to be robust to the packet loss so that
the quality of the image is never seriously damaged. Remember that retransmission is
impossible because of the tight timing requirement.






3. Resynchronization of the video: Because the varying packet-gencrating rate and the lack
of a common clock between the coder and the decoder, we have to find a way to
reconstruct the received data which is synchronous to the display terminal.

4. Control of coding rate: Sensing the heavy traffic in the network, the coding scheme is
required to adjust the coding rate by itself. In the case of a congested network, the
coder could be switched to another mode which generates fewer bits with a minimal
degrzdation of image quality.

i

" Parallel architecture: The coder should preferably be implemented in parallel. That allows
the coding procedure to be run at a lower ratc in many parallel streams.

In the next section, we investigate a coding scheme to see how well it satisfics the above
requireIments, '

[I1. MINTURE BLOCK CODING WITH PROGRESSIVE
TRANSMISSTION

Mivie Block Coding (MBC) is a variable-blocksize transform coding algorithm which
codes i hmace with different blocksizes depending upon the complexity of that block area.
Low-Cor

“lexity arcas are coded with a large blocksize transform coder while high-complexity
revions oz coded with small blocksize. The complexity of the specific block is determined by
he distortion between the coded and original image when the same number of bits arc used
code cack tlock., A more complex image block has higher distortion. The advantage of using
MBC §s that it does not process different complex regions with the same blocksize, That mcans
MBC hos tie ability to choose a finer or coarser coding scheme to deal with different complex
parts of the same image. With the same rate, MBC is able to provide an image of higher quality
than a ceding scheine which codes different complex regions with the same blocksize coder.

When using MBC, the image is divided into maximum blocksize blocks. After coding, the
distortion between the reconstructed and original block is calculated. The block being processed
s subdivided into smaller blocks if that distortion fails to meet the predetermined threshold. The
coding-testing procedure continues until the distortion is small cnough or the smallest blocksize
is reached. In this scheme, every block is coded until the reconstructed image is satisfactory
and then moves to the next block.

Mixture Block Coding with progressive transmission (MBCPT) is a coding scheme which
combines MBC and progressive coding. Progressive coding is an approach that allows an initial
image to be transmitted at a lower bit rate which can later be updated(9]. In this way, successive
approximations converge to the target image with the first approximation carrying the "most”
information and the following approximations enhancing it. The process is like focusing a lens,
where the entire image is transformed from low-quality into high-quality. In progressive coding,
every pixel value, or the information contained in it, is possibly coded more than once and the
total bit rate may increase due to different coding scheme and quality desired. Because only the






gross fcatures of an image are being coded and transmitted in the first pass, the processing time
is greatly reduced for the first pass and a coarse version of the image can be displayed without
significant delay. It has been shown that it is perceptually useful to get a crude image in a short
time, rather than waiting a long time to get a clear complete image.

With differcnt stopping criterion, progressive coding is suitable for dynamic channcl capacity
allocation. If a predetermined distortion threshold is met, processing is stopped and no more
refining action is needed. The threshold value can be adjusted according to the traffic condition in
the channel. Successive approximations (or iterations) arc sent {hrough the channel in progressive
coding and lead the recciver to the desired image. If these successive approximations arc marked
with decreasing priority, then a sudden decrease in channel capacity may only causc the received
image to suffer from quality degradation rather than total loss of parts of the images.

MEBCPT is a multipass scheme in which cach pass deals with different blocksizes. The
frst pass codes the image with maximum blocksize and transmits it immediately. Only those
1's whizh fail to meet the distortion threshold go down to the sccond pass which processes
ence image block, ceming from the original and coded image obtained in the first pass,
or Rlocks, The difference image coding scheme continucs until the final pass which
deals with the minimum size block. At the receiving end, a crude image 18 obtained from the

first pass in a short ime and the data from following passes scrve 10 cnhance it. Fig. 1 shows
e structure of pass consisting of 16x16 blocks for MBCPT. Fig. 2 shows the parallel structure
of MBCPT. Coding algorithms using quad trees have also been proposed by Dreizen[10] and
Vaiscy and Gersho(11]. In the quad tree coding structure of this paper, the 16x16 block is coded
and the distertion of the block is calculated. Tf the distortion is greater than the predetermined
direshold for 16x16 blocks, the block ‘¢ divided into four 8x8 blocks for additional coding. This
coding-checking procedure is continued until the only image blocks not meeting the threshold
are those of size 2x2. Figurc 3 shows the algorithm.

The block size used in the coding scheme should be small enough for ease of processing and
storage requirements, but large enough to limit the inter-block redundancy(12). Larger block size
results in higher compression, but it is very difficult to build real-ime hardware for blocksizes
Jarger then 16x16 because of the increase in the number of computations. SO, 16x16 is chosen
10 be the largest blocksize. The minimum blocksize determines the finest visual quality that is
achicvable in the busy arca. If the minimum blocksize is too large, it is possible to observe the
blockiness in the coded edge of spherical objects because the coding block is square. In order to
match the zonal transform coding uscd in this paper, 2x2 is the smallest blocksize and there are
four passes (16x16, 8x8, 4x4, 2x2) in this scheme. Fig. 4-7 show images from the 4 passes.

After applying the discrete cosine transform, only four coefficients, including the dc and
three lowest order frequency coefficients, are coded and others are set to zero. The dc coefficient
in the first pass is coded with an g-bit uniform quantizer due to the fact that it closely reflects
the average gray level for that image block and is hard to model. The dc coefficient in the
subscquent passes follows a Japlacian model, and a 5-bit optimal laplacian nonuniform quantizer
is used to also follow a laplacian model with a variance greater than that of the dc cocfficient
and can thercfore also be coded using a laplacian quantizer. As an alternative, an LBG vector
quantizer with a 512 codebook size is used to quantize the vector which comprises the three ac






coefficients. The initial threshold of each pass is selected beforchand and is readjustable during
the operation according to the charnel condition and quality required.

Because only partial blocks which fail to meet the distortion threshold need to be coded,
side information is needed to instruct the receiver on how to reconstruct the image. Onc bit
of overhead is needed for each block. If a block is to be divided, a 1 is assigned to be its

overhead; if not, a O is assigned. The cxample shown in Fig. 8 has the following overhcad:
1,1001,1001,1001,1001,1001.

The interframe coder used in this paper is a differential scheme which is based on MBCPT.
This coder processes the difference image coming from the current frame and the previous
frame which is locally decoded from the first three pass data. Fig. 9 shows the algorithm
of this ccder. Fig. 10 shows a different scheme which does the local decoding with all four
passes. From Fig. 11, it can be seen thet when there is no packet loss, the performances of
these two schemes arc quite the same. But when congestion occurs in the network, with the
priorities assigned to packets, packets from pass 4 are expected to be discarded first. In this
case, the performance (from Fig. 12) of the scheme in Fig. 9 is much better than the one in
Fig. 10. Trercfore the coding scheme in Fig. 9 is used in our simulation. In this paper, the
Kronkite motion sequence from the USC database with 10 frames is used as the simulation
source. Every image is 256x2356 pixels with graylevels ranging from O to 255. It is similar 1o a
video conf

ar

crencing type image which has neither rapid motion nor scenes changes. Due to this
characteristic, advanced techniques like metion detection or motion compensation have nct been

ueed but could be implemented when broadeasting video.

Frem the detastream output that is listed in Table 1, we can see that the data in pass 4
represents 30409 of the entire data. This part of the data is involved in increasing the sharpness
of the imzge and is usually labeled with the lowest pricrity in network. We therefore call this the
least significant pass(LSP). With a substantial possibility of being discarded due to low priority,
those packets from pass 4 won't be used to reconstruct the locally decoded image and be stored
in the freme memory. This prevents the packet loss crror propagating into following frames if
the lost packet belongs to pass 4.

IV. SIMULATION NETWORK

The network simulator used for this study was a modified version of an existing simulator
developed by Nelson et al.[13). A brief description of the simulator is provided here.

A. Introduction

As mentioned in section 2, tomorrow’s integrated telecommunication network is a very
complicated and dynamic structure. Its efficiency requires sophisticated monitoring and control
algorithms with communication between nodes reflecting the existing capacity and reliability of
system components. The scheme for communicating information regarding the operating status






is called the system protocol. Since the communication of system information must flow through
the channel, it reduces the overall capacity of the physical layers, but hopefully provides a more
efficient system overall. Therefore, system cfficiency depends entirely upon these protocols,
which, in wm, depend upon the system topology, communication channel properties, nodal
memory and component reliability. Most network protocols have been developed to provide high
reliability in topological structures with reasonably high channel reliability.

In order to fit into the purpose of this study, most modifications which were made to the
simulater were in those modules concerning the network layer. Since the simulator is structured
in modules which represent, to some degree, the ISO Model for packet switched networks, a
more detailed description about the network layer modules follows.

B. The Network Layer and Basic Operation

The simulation of a layer at cach node is represented by a “processor” and one or morc
packet queves.” All events are scheduled through the “Sim_Q” which drives the simulator.
Initially, the processors are all idle, the packet queucs are all empty and the only tasks scheduled
are the amival of messages at the various nodes. The simulator operation occurs by examining
the next event and performing the task indicated. The task may result in the scheduling of
additional cvents, generally referred to as task completion times. When a message of packet is
placed in the input queus at a node for a given layer, the processor for that queuc is marked
as busy, the packet is removed from the queue, and the task to be performed by the processor
15 schedu'ed for completion. When the task is completed (as a result of the simulator reaching
that point in time), the “processor’ examines the queue. If the queuc is empty, the processor
is set idle; otherwise it removes the next message or packet from the queue and schedules the
completion of the operation which must be performed. The layers in the simulator are quite
close in operation to the ISO transport, network and datalink layers.

I

(1) The Session Layer

In the OSI model, the session layer (SL) allows users to establish “sessions” on local or
remote systems. In the simulator, as mentioned above, it contains a relatively simple medel
of the subscribers, participates in flow-control, and acts as a statistics collector for messages
arriving and delivered. At message arrival time (from Sim_Q), the session layer generates the
“message” with all of its randomly sclected attributes and if flow control or node hold-down
are not in effect, submits it to the transport layer. It then schedules the next message arrival
time. During initialization, the task “SL,_Rcv_Msg” for cach node is queued in Sim_Q for the
arrival time of the first message at that node. When this task is executed by the simulator, a
message packet is generated and placed in the transport queue. The arrival of the next message
is then queued in Sim_Q with the same task and with an arrival time determined by the random
number generator (Poisson Distributed). The only other task performed by the session layer is
the “SL_Snd_Msg"" task that simulates delivery of messages to the subscribers, develops message
statistics and “‘cleans up” the queues for messages delivered.






(2) The Transpori Layer

The basic function of the transport layer at the sending end is to receive the message from the
session layer, place it in packets and pass the packets on to the network layer. At the receiving
end, the packets are reassembled into a message for delivery to the session layer. To accomplish
the complex task of assuring reliable delivery, there is a transport time-out mechanism at both
the sending and receiving nodes and a message acknowledgement packet that is sent to the
sending node when all packets for the message have becn satisfactorily received. At the sending
end, if a message acknowledgment is not received in the allotted time period, the message can
be retransmitted. In the simulations reported in this paper, the retransmission feature was not
used. At the receiving end, if all packets are not received in the specified period of time, the
entire message is discarded. It is recognized that in some nctworks, packetization takes place
at the network level, leaving the transport layer responsible only for message-level structures.
Reassembly, depending upon the protocol, can take place as low as the datalink level. Thesc
tasks were beth placed in the transport layer, but are modular, and could be extracted and
placed clsewhere. Also, the simulator wes originally designed for datagram service, and since
the packets do not necessarily arrive in order, it is unlikely that assembly would take place
at the daelink level,

(3) The Network Layer

The network layer is concemed with controlling the operation of the network. A key design
issue is determining how packets are routed from source to destination. Another issue is how 10
aveid the congestion caused when too many packets are presented to the network at the same
dme. In the simulator, the network layer performs all of the functions related to thesc two
aspects with the exception of that aspect of flow control which takes place at the session layer,
and the recovery protocols which require some service from the datalink layer. It also activates
new channels when needed and determines when packets originating at other nodes are to be
discarded. The network layer is currently the most dynamic with regard to the coding of modules.
Five modules currently comprise the network layer. These include relatively static modules; one
module for capturing lines or channels when more capacity is required and releasing them when
they are not needed; one medule for the network processor and queue handling and one module
for the routines which arc common to most routing algorithms. This leaves two modules for the
dynamic parts of the routing and flow control algorithms.

(4) The Datalink Layer

The main task of the datalink layer is to take a raw transmission facility and transform it
into a line or channel that appears free of transmission errors to the network layer. It simulates
the sending of the message over the channel and the delivery at the other end. When a packet is
reccived, the datalink acknowledgement is initiated either by the piggy-back acknowledgement
or by generating a datalink acknowledgement packet. As mentioned previously, the datalink
level also simulates the physical layer on a statistical basis. (Entered bit error rates are used in
conjunction with a random number generator to determine if messages are corrupted.) When
a line is "brought up”, health packets arc used to establish initial connections. Also, when a






line "gocs down", an active node will immediately issuc health check packets to ascertain when
the channel is again available.

C. Modifications

A major problem of using this system as a simulation tool for the study of packet video
is that as initially designed the system did not actually transmit messages from node to node.
While a “packet” carrying all the necessary describing information moved from node to node,
there no zctual data in the packet. Therefore, modifications had to be made to the simulator
10 accomumodate the video data. In the sending node, a field called "Image" which contains
real image data is attached to the record “Packet_Pur” allocated to the message generated in
the session layer. There are three new modules in this Jayer. First, "Get_Image” puts the
image dana into the image ficld of a message generated at a specific Ume and node. Second,
"Image_Avaitable” checks to see if there is any image data that still needs to be transmitted. If
(hat is true, the following message, generated at that specific node, is still the image message and
conteins some image data. Third, "Receive_Image" collects the image data in the session layer
of the receiving node when the flag "Image_Complete” is on. In module "Session_Msg_Amive”,
different prioritics are assigned to different messages. In module "Session_Msg_ Scnd”, some
sratisiios are caleulated including the number of lost image packets and the transmission delay
for imuage packets.

In th= odcinal deisgn, the transport layer simply duplicated the same packet with different
& & i P2 b
assigned sequential packet numbers without actually packetizing the message. The module

"Pransport_Packetize” has been modified to really packetize the image data which resides in the
message record queued in "Transport_Q" when it is called. The module "Transport_Reassemble”
is called to reassemble these image packets according to their packet number when the flag
"Image_Content” defined in “Packet_Ptr" is true. The nctwork layer is responsible for routing
and fow-control. This module was already very well developed, so the modifications to be
performed here were relatively minor. In the datalink layer, in order to simulate the delivery of
packets through the channel, a new packet is generated at the receiving node and the information
including the image data from the transmitted packet (which will still be resident at the sending
node) are copied into it. Using existing bit-error-rates, the transmission success rate can be set
and bit errors can be inserted in both the data and control bits in the packet. Errors in the control
bits are simulated separately as long as the error rates are consistent. If an error in control bits
occurs, the transmission is assumed to fail and retransmission will occur, again depending on
the threshold of the timeout number. In additon to the modifications made to the layer modules,
we had to arrange some new memory clements allocated for image messages and packets. In
order to make sure the simulation is run in the steady state, the image data is made available
1o the network after some simulation time has passed.






V. INTERACTION OF THE CODER AND THE NETWORK

When the video data is packed and sent into a nonideal network, some problems cmerge.
These are discussed in the following section.

A. Packetization

The task of the packetizer is to assemble video information, coding mode informaticn,
if it exists, and synchronization information into transmission ccls. In order to prevent the
propagation of the error resulting from the packet loss, packets are made independent of cach
other and ro data from the same block or same frame is separated into different packets, The
scgmentation process in the transport layer has no information regarding the video format. To
avoid the bit stream being cut randomly, the packetization process has to be integrated with the
eniceder, which is in the presentation layer of the user’s premise. Othenwise, some overhead has
19 be nided into the datastream to guide the transport layer to perform the packetization in the
Cesired manrer. In order to limit the delay of packetization, it is necessary to stuff the last cell
of a packet video with dummy bits if the ccll is not completely full.

Every packet must contain an absolute address which indicates the location of the first block
it carries. Because every block in MBCPT has the same number of bits in each pass, there is no
need (o indicate the relative address of the following blocks contained in the same packet. There
Alvays exists a tradeoff between packaging cfficiency and error resilience. If error resilience
is considerzble, one packet should contain a smaller number of blocks. However, since cach
chunnel zcczss by a station contains overhead, the packet length should be large for transmission

cliiciency. Fixed length packetization is used in this paper for simplicity.

Baczuse of the structure of the coding scheme, the packets are classified into four prioritics,
with the packets from the first pass classificd as the highest priority packets, and the packets
from the fourth pass as the lowest priority packets.

This prorty assignment also refliccts the importance of the varous packets to the
reconstruction of the image sequence at the receiver. Table 1 shows the effect of approximately
the same zmount of packcts Jost in each pass on the reconstructed error in the received sequence.

B. Error Recovery

There is no way to guarantee that packets won't get lost after being sent into the network.
Packet loss can be mainly attributed to two problems. First, bit errors can occur in the address
ficld, leading the packets astray in the network. Second, congestion can exceed the networks
management ability and packets arc forced to be discarded duc to buffer overflow. Effects
created by higher pass packet loss (like pass 4) in MBCPT coding will be masked by the basic
passes and replaced with zeros. The distortion is almost invisible when viewing at video rates
because the lost area is scattered spatially and over time. However, low pass packets loss (like
pass 1), though rare due to high priority, will create an erasure effect due to packetization and
the effect is very objectionable.
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Considering the tight time constraint, retransmission s not feasible in packet video. It
may also result in more severe congestion. Thus, error recovery has to be performed by the
decoder alone. In our differential MBCPT scheme, the packets from pass 4 arc labeled lowest
priority ard form a great part of the complete data. These packets can be discarded whencver
network congestion occurs. That will reduce the network congestion and won't cause 00 much
degradation in quality. The crasures caused by basic pass loss arc simply covered with the
reconstructed values from the corresponding arca in the previous frame. This rcmedy scems
‘asufficicnt even when there is only small amount of motion in that area. Motion detcction

and motion compensation could be used to find a best matched arca for replacement in the
previous frame.

Side information in the MBCPT decoding scheme is very important. So, this vital information
is not wlowed to get lost. Two methods can be used for protection. First, error control coding,
like block codes or convolutional codes, can be applied in both directions along with and
perpendicalzr to the packetization. The former is for bit error in the data ficld while the latter

is for pack

ot loss. “The minimum distance that the error control coding should provide depends
on the retwork’s probability of packet loss, correlation of such loss and channel bit error ratc.
Second, frum Table 2, we can sce that the output 1ate of side information and pass 1 and
cven poass 2 is quite steady. Tt scems fcasible to reserve a certain amount of channel capacity
to these ouiputs to ensure their tmely arrival. That means circuit-switching can be used for
importaat end steady data

C. Klow Control

In order to shicld the viewer from scvere network congestion, there are some {low control
schemes which are considered useful. If there is an interaction between the encoder and the
transport layer, then the encoder can be informed about the network condition. Depending on
that, the encoder can adjust its coding scheme. In the MBCPT coding scheme, if the buffer
is geting full, that means that the bit generating rate is overwhelming the packetization rate
and the encoder will switch to a coarse quantizer with fewer steps 0f loosens the threshold to
decrease its output rate. In this way, smooth quality degradation is obtainable. However, this
also complicates the encoder design.

It is possible to use the congestion control of the network protocols to prevent the drastic
quality change by assigning different prioritics to packets from different passes. Without
identifying the importance of 'each packet and discarding packets blindly sometimes brings
disaster and can cause a session shut down. For example, if the side information gets lost
it can have a severe impact on the decoding process. In the MBCPT coding scheme, side
information and packets from pass 1 are assigned highest priority and higher pass packets are
assigned with decreasing priority.
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D. Interaction with Protocols

In the I1SO model, physical, datalink and network layers comprise the lower layers which
form a network node. The higher layers have transport, session, presentation and application
layers and typically reside in a customer's premises. The lower layers have to do nothing about
the signal processing and only work as a "packet pipe”. The physical layer requires adequate
capacity and low bit-crror-rate which are determined only by technology. The datalink layer can
only deal with link-management because all the mechanics, like requesting retransmission, is not
feasible in packet video \ransmission. The network layer has to maintain orderly transmission by
deleting the delay jitter with input buffering. Otherwise, it can take care the network congestion
by assigning transmission priority.

As the higher layers reside in the customer's premises, it performs all the functions of the
packet video coder. The transport layer docs tie packetization and reassembly. The packet
length can te fixed or variable. Fixed packet length simplifics segmentation and packet handling
while a varable packet length can keep the packetization delay constant. The sessicn layer
supcrvises sct-up and tear-down for sessions which have different types and quality. There 18
always a uzdeolt between quality and cost. The quality of a set-up session can be determined
by the threshold in the coding scheme and the priority assignment for transmission. Of course,
the better the quality, the higher the cost. Fig. 13 shows the tradeolf between PSNR and video
ouiput rawe by adjusting thresholds. The presentaton layer does most of the signal processing,
including separution and compression. Because it knows the video format exactly, if any crror
conceatmeant is required, it will be performed here. The application layer works as a boundary
tetween the user and the network and deals with all the analog-digital signal conversion.

VL. PERFORMANCE RESULTS

Results obtained in this packet video sinmulation show that substantial compression can
be obtained while maintaining high image quality through the use of this differential MBCPT
scheme. The monochrome sequence used in this simulation contains 16 frames, each of sizc
256x256 pixcls with 8 bits per pixel, which results in a bit rate of 15.3 Mbits/s, given a video
rate of 30 frames/s. As Table 2 shows, the average data rates of our system is 1.539 Mbits/s.
The compression rate is about 10 with a mean PSNR of 38.74 dB where PSNR is defined as

2
PSNR = 10logio (I(QZ))

Fig. 14 shows the data rate of the sequence frames with side information, 4 passcs and
total rate. It is clear that the data rate of pass 1 is constant as long as the quantization mode
remains the same. Side information and data from pass 2, even pass 3, is also. The data rate of
pass 4 is bursty and highly . uncorrelated. As pass 4 data is not essential to the reconstruction
of the image, the rate profiles as shown in Figure 14 and Table 1 suggest the use of a reserved
channel of some sort for passes 1-3 and the side information, and a perhaps more unreliable
channel for pass 4 data which comprises more than 30% of the total traffic. Such 2 situation
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can be accommodated in a variety of systems such as a token ring network or a circuit switched
network with a packet-switched overlay. '

Fig. 15 shows the PSNR for each frame in the scquence. Notice that the standard deviation
of the PSNR is only 0.2 dB, which implics a substantial uniformity of quality, at lcast in terms
of objective performance measures. If constancy with regards to some subjective criterion is
desired, it would be necessary to incorporate this in the determination of the thresholds and
the decision mechanism for the quad tree. In the simulation, the same threshold has been used
throughout the sequence. If further flexibility, say for higher visual quality is desired, a varying
threshold can be used for different frames. That may gencrate a more variable bit rate.

From the difference images of this sequence, frames 1-8 scem quite motionless while frames
9-13 contain substantial motion. We adjusted the traffic condition of the network to force some
of the packets to get lost and thus check the robustness of the coding scheme. Heavy traffic
was sct up in the motionless and motion period scparatzly. The average packet loss percentage
was 3.3% which is consicdered high for most networks. Fig. 16 shows images which suffered
packet losses from pass 4. As can be secen, the effect of lost packets is not at all severe, even if
the lost packet rate is unrealistically high. This is because the performance from the first three
passcs is relatively good and the packet from the fourth pass is not essential for reconsiruction.
Fig. 17 shows the case when packet loss cccurs in pass 1. Clearly there are visible defeets in
the motion peried. What's worse, the crror will propagate to the following frames. Apparently,
tie replenishing scheme used here is not sufficient in areas with motion, It is believed that
this inconsistency can be eliminated with a motion comipensator algorithm which would find the
appropriate aica for replenishment and crror concealment which limits the propagation of ciror.

VII. CONCLUSIONS

The network simulator was used only as a channel in this simulaton. In fact, before the rcal-
time processor is built, a lot of statistics can be collected from the network simulator to improve
upon the coding scheme. These include transmission delays and losses from various passes under
different network loads. For resynchronization, the delay jitter between received packets can also
be estimated from the simulation. The environment for tomorrow’s telecommunication has been
described and requires a flexibility which is not possible in a circuit-switched network. With all
the requirements for applying packet video in mind, MBCPT has been investigated. It is found
that MBCPT has appealing properties, like high compression rate with good visual performance,
robustness to packet lost, tractable integration with network mechanics and simplicity in parallel
implementation. Some additional considerations have been proposed for the entire packet video
system, like designing protocols, packetization, error recovery and resynchronization. For fast
moving scenes, the differential MBCPT scheme secems insufficient. Motion compensation, error
concealment or even attaching function commands into the coding scheme are believed to be
useful tools to improve the performance and will be the direction of future research.
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A PROGRESSIVE DATA COMPRESSION SCHEME BASED UPON ADAPTIVE TRANSFORM CODING!
Mixture Biock Coding of Natural lmages

Martin C. Rost and Khalid Sayood
Department of Electrical Enginecring
University of Nebraska, Lincoln, NE 65588 0511

Abstract

A method for efficientiv coding natural images using a vector-
quantized variabie-blocksized transform source coder is presented.  The
method, M Block Ceding (MBG), incorporates variable-rate coding
by using T Gie tran<form (DCT) source coders.
o code any given imege region is made through
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4 with the use of vector quantizaticn. The goal is to de-

s using both vecter quantization and
r A block-threshold technique is used
to code any particular region of the image.

to seiecl the blocvsize wend

and transform coding are block coding
are very useful when designing low-rate

Bl vector

¢ nral are ueed almost exciusively when ceding
Traditional methods presented in the literature
g siges, but have rarely use both together until very
recently. One of the earlier publication to do this appeared in 1984 {1}.

use either of th

When using traditional vecter quantizers for coding images, small
blocksizes are used to lumit the size of the required quantizer codebook.
Put, when coding natural images with a very small number of bits it is
to use as large a blocksize as possible to take maximum
advantage of the high inter-pixel correlations. In general. this blocksize is
usuzally larger than vector quantization techniques can comfortably handle.
One method to overcome this problem incorporates subsampled veclor
quantization [2], but little hes been done to use traditional vector quanti-
zation with variable-rate coding.

desirable

Small codebooks are necded because the best performing vector
quantizaticn techniques (i.e., the LBG imethod [3]) are clustering techni-
ques whose codebocks are very unstructured. As a result. the codebooks
are difficult o construct and use. 1f a codebook is designed to be less
computationally intensive, such as with Jattice quantizers [4], or pyramid
vector quantizers [3], the attainable distortion per codeword increases for a
given coding rate.

1This work was supported by the NASA Goddard Space Flight Center
under grant NAG 5-916.
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Transforra coding techniques easily allow for the use of large block.
sizes so high data compression ratios can be attained. But. it is difficult
to keep good high-detail resolution when using large transform blocksizes
[6). This is true since most methods code only the low-frequency high-
energy transform cocfficients {7].  As a result. the high-frequency coef-
ficients are uften ignared. Since these coefficients carrying most of the
information about the image's finer detall image quality suffers. Even
tiged so micre co=Mcients can
te coded for a given average rate, 1t can still be diffienlt 1o get good high-

detall resclution

when the image coefficients are vector qu

By using more than one blacksize, some of the inherent problems
associated with low-rate transform coding can Lo overcome.  Especially
when vetor quantizers are vsed to code the trandferm coefficients. The
vector quantizer codebooks wsed here are of 1w dimensionality to keep
This is done by Jiniting the number of
ceafficients coded within any given block. For the examples given below,

arfs

their implementation simple.
the vector quintizers code &t mast three Tcients as oa veetor for
monochreme images. and nine coefficients (thoe transform pels) for color
NAges,

Never more than four transform pe's are coded within any block,
no matter ;s s12¢,

a bLlock is coded using these oo fficient-limited transform

covfrrs th crtion s e

: ured, to see 10 0L mieets a predeteninined coding
threstiold. 1 a block codes prorly, it s divided into feur simaller blocks
and recoded until a distortion threshold is :
Thus, keeping the overall mage integrity high by using the
smatler blewks to more intensely code the high-detall oy

el ar the min blocksize

Is attained.

In section 2 the threshold driven MBi coding algerithm is dis-

cussed.  Alea, the required overhead sent to the receiver to describe the
final block structure of the coder is presented,  Section 3 is a presentation
of the MBC progressive transmission (MBC/P'1) modification. In sections

4 and 5 the transform coder and the vector quantizers used in the example
are shown., And finally, several examples are presented,

2 The Thresheld Driven Structure of MBC

As mentioned above, each block of the image is coded using only a

number of transform coefficients.  The difference between the
original image and the coded image block is measured, and if the
difference does not fall below a predetermined threshold, the block is
divided into four smaller blocks and recoded. A new threshold is then
applied to see if any of these blocks need to be divided further. This
divide-and-test algorithm is continued until the entire image is coded with
distortion that is less than the block Lhreshold levels or the smallest
blocksize is reached.

small

The monochrome images are coded using the maximum absolute
difference distortion reasure,
d = max,ix, -y,
where the range of 1 is taken over the image block being coded. and y, is
the coded value of pixel x;. For color images the maximum mean square

difference is used, -
d = max, J(x,-y,)T(x;~¥,)/3

where y, is the coded value of color pel x,.
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To demonstrate the MBC method consider the coding of an
example image segment. In the following it is assumed the image is coded
with a starting blocksize of 16x 16 and a smallest blocksize of 2x2.

First. a 16x16 block is coded, using the DOT method described
below, and the distortion level for the block is measured. I this distortion
is greater than the predetermined maximum level for 16x16 blocks,
dmin{16x 1A} the block is divided into four 8x3 blocks for additional
coding.  After rach of the §x3 blacks is coded their resulting distortion
levels are compared with the $x3 distortion level, dmin{8x8). This
process is continued until the only image blocks not meeting Lheir given
distorti 'd are these of size 2x2. Since 2x2 is the smallest
allowed blocksize. th blacks are transmitted de facto, making no further
on level.

attempt to iniprove th

Fach 1616 block can be completely coded. using all Llocksizes,
before moving onto the next 16x 16 block or all the 16«18 blocks of the
entite imace can be coded before moving to the 3x8 blocks. For MBC,
i The later methed allows one to develop the

this sequence is im

proegre

sive tech duced in the next section.

Consider the vxample coding of 2 16x18
Figure 1. For clanty in the Sllowing material, Iot the four sub-blocks of

be numbersd as shown ia Figure 2, and let the black

.age block shown in

an arbitrary Liock

distortion thresholds be:

2y this block must be

T Lt
four coded 3x¥ blucks

and A Sinee cae

dividred an

: diston

S

Pand recoded

crticns tevels 28 hlocks

e of the 4xd Blecks fals to

207 Blacks,

.ol tree structure in

are connected together
Ta guarantee the receiver

Latien seid

itoof side in

<20 10 a bleck 1s to

s oset to 0 Tooteli

birs of side Infarmatic

5 fwd blocks, The next

inided. The last fuur bits

Llecks, Notice

of bits used to
far the blocks of
) th ate no overhead
oding rate {or the entire MBC system is

(1ab)

.t and Sopi=l

with -th pass blocksize.

force the coding method of one blocksize
¢ cace for the examples of this paper. Some-
weecal or, in fact, be impossible. Consider the case
16 ¢ 16 212 code with, say, six DCT coefficients. The
s coded in a similar fashion but, of course, it is
o a 2x?2 blocks with six transform coefficients.
must be coded with a different method.
ere is no reason to keep the distortion
even possible to change the distortion
e the different blocksizes cncompass

onto a

times th

where blocks of
S8 and 44 Blook

o DCT

3 Progressive Transmission MBC

P

over chanr:

has grown out of need to transmit mages
itn is dramatically smaller than what is avail-

able for Since slow-scan
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receplion of images is nonassthetic, the need to update the image on a
frame-by-frame basis {or progressive basis) has arisen. In general, most
methods found in the literature are concerned with perfect reconstruction
of the image
until it is completely transmitted so that’it can be reconstructed without
error. This requires the \ransmission of far more data than is needed to
altain a visually pleasing reconstruction of the image (as is the case
But. much of this literature is directly applicable to the
images every PT method
reconstructs a visually acceptable field within a limited number of passes
[e.g., 12].

In the previous section a single an example 16x16 block was coded
by passing through ali of the necessary blucksizes before moving on to the
pext 1616 block. But, of ihe entire image is passed through for cach
blocksize and the difference image is save for additional coding as is
necessary in the next pass. the MBC method can be used as a PT coder. If
cach pass is immuediately transmitted, the receiver can be reconstructing a
crude representation of the image using these larger blocksize ccefficients
while the coder is processing the rext pass. All passes after the first newd
only code the image residuals. The residuals coding information received
in subsequent passes is added to the -already waiting” image of the
The image is updated using smaller blocks so it acquires more

The image is transmitted on a continually improving basis

considered here).

low-rate transmission of since  almost

receiver.
clarity with each pass. Since these blocks are of smaller size, each pass

updates higher-frequency image companents than were coded in the

Previous passes.

is coded with very few bits the receiver has an

Since the first pa
image, altheis?

a rrude image.

g the difference

passes are Coc

s protoem in nrdating the brse MBC miethed for PT ceding.

updated 1n

image regions that code poor
i =31 additional

which

with low detail are coced quich
rmatien for each new

e contin

~1 mure than nuce
1

The high detail teg

when using the MBCO/PT method.  Not oniy do the hi detatl regions
g A 5

coefMcients because

require a greater channel capacity

smaller blocksizes are being used but, it they also require channel resources
The rate for a MEC,

the pass fractions ate no ATET Constia

in each of the previous passes, PT coder is calculated
st

o add to ene,

using (la),
in fact

S,p,21.and p,2p, fer 1<)
shows that is it possble to 2
¢ by the fact that MBC/PT may

splving  this o (la)
R.‘.AEC/PT >R But this ca:
couverge to the original immage more guickly and reguire fawer blocks since
of the image are o
agle pess. As iz shown in section 3. an MBC/PT image

the busy sectic with infermation that is taken

froan one than a
can require fewer coding bits to transmit than image of similar quality

using the MBC methed

4 ‘The Transf

If 2 large block does not adequately cole a given image region, it
is divided into smaller blocks and recoded. So there is no strict advantage
ct
fact, there is a tradeofl between expending more effort ceding the larger

in using a large number of coeffictents 1o code any particular blocksize. In

blocks so fewer smaller blocks are usad. and coding the larger blocks
minimally o to let the threshold aigosithm assign more smwaller blocks for
coding.

For the examples of Lhis paper it was chosen to code each block
with only four DCT transform coafTicients. including the dc and three
lowest order frequency coefficients (Figure 4). This was done, not so much
{0 altain the best overall coding rate. but. to strike a median between PT
coders which code a minimum of information about a given block {8} and
those which code a large amount of information per block {9]. This accom-
plishies two things. Firstly, it shows an image can be adequately coded in
a relatively small number of passes (four for the examples here) using a
small number of transform coefTicients at each pass, and secondly, it shows
that this can be done using a simple coding algorithm for cach pass. In
addition, when using the same transform coder for each pass it is also
possible to use share the same vector quantizer between all of the passes.
This saves quantizer design effort.







§ The Quantizers

The following four paragraphs describe the quantizers used to code
the examples discussed in section 5 of this paper.

graphs discuss the details of LBG quantizers used.

The remaining para-

When the MBC method was used t: code monochrome images.
the dc transforn coefficients were coded with an 8-hit linear scalar
quantizer (LSQ), and the ac transform coefTicients were coded as a single
3-dimensional vector using an LBG veclor quantizer whose codebook was
of size 256.

When the MBC/PT method was used to code monochrome
images, the quantizers for the first pass were different than those of
The these later passes code difference images that have
neatly zero means blocks, while the first pass deals with the criginal image
which is not zero mean. The de coefficients for the first pass were codnd
with an 8bit LEQ.
with a 3-bit opiimal laplacian scalar quantizer (OLSQ) {10}, The nen-de
coefficients wore coded the same for all passes using an LBG

subscquent passes.

In subsequent passes, the dc coefficients were coded

veeter
quantizer whose codebook contained 236 vectors.

The thres non-de cocfficients of the YIQ images, when using the
methed MET, were quantized with a vector quantizer avhose codebook
containad 1024 wecturs

bit LSQ and

The dc Y-compenents were quantized with an &-
Q- components were coded with a &-bit OLSQ.

e de i

As with the imoncehreme MBC/PT method. the VIO MBC/PT

Aot differently in the first pass then in the subsequent

images

passes. o ense f NBC, the de Yecor jent was quantized with
an &1 evhe - oand Q-coinpenents were guantized with a 3-bit
OLEG us, the cocflicionts were qua ed with an
LBG ve o codehock contained o4 vectors. The non-de

conffic whese

L4 with the same LBG vecter quantizer,

vecters, for all passes.

for the ac

This rule was
fhcients for all passes were found to be
o, The only adjustment 1o b= made was 1o
e ernfficient satiances, which had to be

guarantee a unn

srebing techn

iqlii‘ GTe trammng Veole s

2, g0 frwer

santized acooc ats of cach prss into ©

1

and 20 The Tz

-d are shown

S8 S, A% Wes inedl 1674 Q-
srothe YIQ coolers and 2 vectors for
Iy

the Loy were built using from

» the o2 coded for this paper.

antizers were chosen Lo b nenadaptive. T

medifed to more effectively guantize out-of-

@ sder moves from image o image (e.g. 1l

wo fesscns.  Sometinies the overhead required 10
technique can be overly expensive and the return
. The extra effort needed stood against the

acquired frem it minim
design gesl to construct a “simple to implement” vector-quantized

adaptive transinrm source coder.

6 Results

211 of the examples, as listed in Tables 3-6, use the 512x512 RGB
picture of the UCLA database. The monochrome examples
use the green (G) color field, while the YI1Q images are made using the
RGE to YIQ trancformation matrix of [12].  All the examples use a
starting blocksize of 16x16 and a final blocksize of 2x2. These tables list
the number of blocks coded for gach blocksize, and the thresholds used to
test the quality of the coding passes. Also, the MBC/PT tables list the
average coding rate that has accumnulated after each pass.

woman/!

This rate is based upon the average of the coding bits as spread
across the culire image, without concera for what fraction of the image is
coded within any particular pass. These rates represent the coding rate
that is required to code the image if the coder where to stop with that
particular pass. Since the remaining passes are vet to be coded. the image
percentage coded within the indicated pass must be updated to include the
image percentages coded in all of subsequent passes. For example,
consider the MBC/PT rate of Table 4 when stopping 2t 4x4 blocks. In
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‘his case, the rate is .358 bits/pel, and the percentage of blocks coded with
234 blocks is 25.25 percent.

To code the monochrome image with MBC/PT only requires an
extra .011 bits/pel over MBC. The overhead necded to code any given
image is a function of the LBG codebock, and the codebook is a function
of the training set used. A differently constructed codebook could offer
rent results. It is interesting to nole that the YIQ MBC/PT method
requites less coding rate to obtain the same image quality (PSNR) as is
obiained when using MBC alone. It is clear that MBC/PT does not
require excessive overhead to add the desirable PT feature.
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Table 1.

Vector quantizer scale factors for monochrome images.

Blocksize scale factor
16x16 60
8x8 35
4x4 20
2x2 10
Table 2.

Vector quantizer scale factors for Y1Q images.

Blocksize scale factor
16%16 80

8x8 35

4x4 20

2x2 10






Table 3.

Monchrome MBC rate (bits/pel)

min blocksize =Zblocks %image  PSNR - rate  threshold
16x16 533 3205  23.11 dB - 33
Ex3 1043 2359 26.22 ~ 33
q% 2530 18.01 23.61 - 33
2x2 2338 4.36 31.01 479 -
Table 4.
Monchrome MBC/PT rate (bits/pel)
ccks %image  PSNR  rate  threshold
160.00  23.13dB .063 33
4748 26.42 170 33
2148 20.76 358 33
297 30.94 400 -
Table 3.
Y1Q MBC rate {bits/pel)
PSNR rate  threshold
2409 dB - 12
69T - 12
2500 11
BRI 6 -
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Lowest order DCT coefficients













